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Enhanced Convective Heat
Transfer in Nongas Generating
Nanoparticle Thermites
Flame propagation and peak pressure measurements were taken of two nanoscaled ther-
mites using aluminum (Al) fuel and copper oxide (CuO) or nickel oxide (NiO) oxidizers
in a confined flame tube apparatus. Thermal equilibrium simulations predict that the
Al�CuO reaction exhibits high gas generation and, thus, high convective flame propa-
gation rates while the Al�NiO reaction produces little to no gas and, therefore, should
exhibit much lower flame propagation rates. Results show flame propagation rates
ranged between 200 m/s and 600 m/s and peak pressures ranged between 1.7 MPa and
3.7 MPa for both composites. These results were significantly higher than expected for
the Al�NiO, which generates virtually no gas. For nanometric Al particles, oxidation
has recently been described by a melt-dispersion oxidation mechanism that involves a
dispersion of high velocity alumina shell fragments and molten Al droplets that promote
a pressure build-up by inducing a bulk movement of fluid. This mechanism unique to
nanoparticle reaction may promote convection without the need for additional gas
generation. �DOI: 10.1115/1.4001933�
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1 Introduction
Thermites are energetic materials consisting of a metal fuel and

a metal oxide �1�. Thermite reactions are generally characterized
by high heats of combustion and high adiabatic flame tempera-
tures. As thermites are composites of separate constituent pow-
ders, their properties may be adjusted by changing the ratios of
their components. Until relatively recently the powders that make
up most thermites were only available on the micron scale. With
the introduction of powders with average particle sizes on the
order of tens of nanometers, new reaction behaviors have been
observed. These include enhanced flame propagation rates and
increased gas production. This recently developed class of ener-
getic materials, commonly called metastable intermolecular com-
posites, has generated a great deal of interest due to enhanced
combustion properties and customization potential.

Two key parameters considered when selecting fuel and oxi-
dizer compositions for a particular application are the amount of
gas the reaction will produce and the reaction’s propagation rate.
In many applications the composite is confined in a tubelike ge-
ometry, such that measurements of these parameters taken in a
similar geometry are most comparable. This study focuses on
measuring the flame propagation rate and peak pressure of two
nanoscale aluminum �Al� fueled thermites in order to determine
the effects of gas production on flame propagation rate in a con-
fined tubelike geometry.

Energy transport in reacting thermites is generally due to com-
bined convective and advective modes of propagation. Other
mechanisms such a radiation can also contribute to the total en-
ergy transfer �2�. Advection describes energy transport due to bulk
fluid motion and, thus, is directly related to the bulk flow of com-
bustion products. Convection describes energy transport due to

two mechanisms: �1� random molecular motion �diffusion� in the
presence of a temperature gradient and �2� bulk fluid motion.
Thus, the convective mechanism includes the advection process.
Key to the diffusion energy transport contribution is the presence
of a temperature gradient. The random molecular motion �zero
bulk transport� results in net energy transfer due to motion of high
energy molecules relative to the motion of low energy molecules.
A temperature gradient is most likely present at two locations: �1�
the fluid-flame tube boundary and �2� the flame front—unburned
thermite boundary. A thermite reaction propagates through a tube
as a series of ignition sites. At the flame front location, convective
and conductive heat transport serve to preheat the unburned ther-
mite ahead of the reaction zone, thus, bringing the reactants closer
to the ignition temperature as the reaction zone nears. In this way
the ignition temperature of the thermite is reached more quickly
than in a composite that does not display gas generating proper-
ties.

The gas produced by the reaction is composed of reaction prod-
ucts in the vapor phase, so the amount of gas generated in a
particular composite is dependent on the physical properties of the
reaction products and the thermodynamic properties of the reac-
tion itself. If the reaction reaches a temperature high enough to
vaporize the intermediates and products at the pressure inside the
tube, then gas will be produced. The two reactions studied here,
Al and CuO and Al and NiO, have very different gas generation
properties. The Al and CuO reaction is known to produce a large
amount of gas �i.e., 0.54 mol of gas/100 g reactants �3�� while the
Al and NiO reaction has been predicted to produce very little, if
any, gaseous products �i.e., 0.0108 mol of gas/100 g reactants �3��.

Accurate measurements of the temperature inside the reaction
zone of a propagating thermite have been elusive thus far. This is
largely due to the high propagation rates observed in nanoscaled
composites and the tube material used as they preclude the use of
many common temperature measuring instruments. As the reac-
tion temperature is unknown the gas production of the thermite
cannot be directly measured with any certainty. It must instead be
approximated by using thermodynamic equilibrium modeling
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software and by measuring the rise in pressure corresponding to
the passing of the reaction front. This study uses both of these
methods to determine qualitative gas production.

2 Experimental Procedures

2.1 Sample Preparation. The composites used in this study
were synthesized from commercially available powders �Al, CuO�
and powder made at Lawrence Livermore National Laboratory
�LLNL� using a sol-gel technique �NiO�. Table 1 lists the powders
used in this study and some of their properties. Properties for the
Al and CuO powders were obtained from their respective manu-
factures; the particle size and purity of the NiO powder were
obtained from X-ray diffraction �XRD� using a Rigaku Ultima III
powder XRD. The surface area information was obtained at
LLNL by performing Brunauer–Emmett–Teller methods using an
ASAP 2000 surface area analyzer �Micromeritics Instrument Cor-
poration, Norcross, GA�. The purity of the NiO powder is a mea-
sure of its crystallinity and not a measure of impurities in the
composite although no impurities were detected in the XRD. The
impurities in the Al powder are composed of a nonreactive alu-
mina shell coating the Al particles.

These reactants were chosen due to their anticipated properties
based on data from a thermodynamic equilibrium simulation pro-
gram, REAL code �Timtec, DE�, and information from Ref. �3�
both applying a constant enthalpy-pressure simulation. Thermal-
physical data for stoichiometric conditions are shown below in
Table 2 �3�.

The Al+CuO composite is predicted to have a high adiabatic
flame temperature and high gas production. The Al+NiO reaction
was predicted to have a similar flame temperature but much lower
gas production. The REAL code data are shown in Fig. 1 as a
function of equivalence ratio for reactions in Eqs. �2� and �3�. The
equivalence ratio �ER� provides a measure of how fuel rich or
lean the composition may be and is defined in Eq. �1�.

ER =
F/Oact

F/Osto
�1�

where F /O is the fuel to oxidizer mass ratio and act and sto
subscripts represent actual and stoichiometric conditions, respec-
tively. The stoichiometric ratios were calculated from Eqs. �2� and
�3�.

2Al + 3CuO → Al2O3 + 3Cu �2�

2Al + 3NiO → Al2O3 + 3Ni �3�
The reactants were mixed over a range of equivalence ratios in

a manner identical to that presented in detail in Refs. �4,5�. Scan-
ning electron micrographs �SEMs� of the mixed reactants are
shown in Figs. 2�a� and 2�b�.

2.2 Confined Burns. An instrumented tube was used to
gather data on flame propagation rates and pressures, similar to
the “Bockmon tube” reported in Ref. �5�. The tube is machined
from 25 mm acrylic rod and 100 mm long with an inner diameter
of 3.18 mm. The tube was sealed with vinyl adhesive tape at both
ends and Nichrome wire was used as the ignition mechanism.
Four 0.19 mm diameter holes were drilled perpendicular to the
centerline of the tube to facilitate the acquisition of pressure data.

Once the thermite powder had been prepared; 250 mg was
loaded into the tube and placed on a vibrating pad in order to
reduce density gradients induced by loading. Time on the vibrat-
ing pad was limited to 5–10 s to prevent separation of particle size
distributions within the powder mixture. The bulk or tap density
for each experiment was approximately 7% of the theoretical
maximum density �i.e., loose powder�.

After the tube was filled with powder, it was loaded into a steel
block with a 25.4 mm diameter hole drilled to accept the tube. The
block also had a window milled into its side for the acquisition of
flame propagation information by the use of a Phantom 7 �Vision
Research� digital high speed camera set to record at 51,000 frames
per second. The small holes in the tube were aligned with four
PCB Peizotronics model 113A22 piezoelectric pressure sensors

Table 1 Powder properties

Material Manufacturer
Particle size

�nm�
Surface area

�m2 /g� Morphology
Purity
�%�

Aluminum Novacentrix 50 39.8 Spherical 75
Copper �II� oxide Alfa Aesar 30–50 13 Spherical 98.5
Nickel �II� oxide LLNL �11 �55 Spherical �90.5

Table 2 Predicted reaction properties †2‡

Reaction
Flame temperature

�K�
Gas production

�mol of gas/100 g�
Heat of reaction

�cal/g�

2Al+3CuO 2843 0.5400 974.1
2Al+3NiO 3187 0.0108 822.3

Fig. 1 REAL code thermochemical simulation for Al+CuO and
Al+NiO

Fig. 2 SEM of „a… Al+CuO reactant composite and „b… Al
+NiO reactant composite
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mounted on the block. The steel block was then placed into a steel
test chamber for safety purposes, the Nichrome wire in the tube
was attached to a power supply, and the chamber was sealed. The
pressure in the chamber was then lowered to approximately 63
kPa, the limit of the vacuum system, then backfilled with argon up
to atmospheric pressure �approximately 100 kPa�. The experimen-
tal setup is outlined in Fig. 3.

To initiate a test, first the pressure sensor data acquisition sys-
tem was engaged through LABVIEW 8.0 �National Instruments,
Austin, TX�, then the ac transformer attached to the Nichrome
wire was turned on which would immediately initiated the reac-
tion. Once the reaction had run to completion the high speed
camera was post-triggered to record the previous few seconds of
footage.

2.3 Thermal Analysis. In this study a Netszch STA 409 PC
differential scanning calorimeter/thermogravimetric analyzer
�DSC/TGA� was used to understand the equilibrium chemical ki-
netics of the individual reactants. The DSC/TGA was purged with
Argon �Ar� during the tests. All samples were run in Platinum �Pt�
crucibles with alumina liners. The samples were heated either to
1000°C or 1400°C at a rate of 10 deg per minute.

3 Results

3.1 Confined Burn Results. Figure 4 shows a series of still
images taken from an Al+CuO test at an ER of 2.5. The vertical

lines in the image are from hot gasses propagating through the
small holes used to collect pressure data. Figures 5 and 6 detail
the flame propagation and peak pressure with each data point
corresponding to a single test. Multiple tests at each equivalence
ratio were not performed due to a lack of raw materials. As a
result average trends were identified in the data for the range of
equivalence ratios instead of noting peak or specific values at a
specified equivalence ratio.

These velocity and pressure results are summarized in Table 3.
The uncertainty corresponds to one standard deviation from the
average value. Equivalence ratios less than 1.5 were not taken into
account for the Al+NiO reaction as these appear to be near the
flammability limit of the thermite.

3.2 DSC/TGA Results. Results from DSC/TGA tests are
shown in Figs. 7 and 8. Figure 7 shows the reaction of 50 nm Al
and NiO. The graph shows what may be a two stage reaction with
the first exotherm at 501°C while the second starts at 645°C. The
reaction between 50 nm Al and CuO is shown in Fig. 8. The
exothermic reaction begins at 522°C.

3.3 XRD Results. The XRD analysis performed on the sol-
gel synthesized NiO sample showed that it was largely crystalline
with some amorphousness present. The average particle size was
between 11 nm and 14 nm. The d-spacing of the NiO was slightly
larger than that for bulk NiO. The XRD data show the NiO ma-
terial possesses crystalline structure and exhibit the characteristic
peaks, which correspond to the rock slat NiO. A small deviation of
the peak positions compared with the standard is attributed to the

Fig. 3 Schematic showing high speed camera and data acqui-
sition systems

Fig. 4 Still frame images from an Al+CuO test

Fig. 5 Flame propagation results for Al+CuO and Al+NiO
composites

Fig. 6 Peak pressure results for Al+CuO and Al+NiO
composites

Table 3 Summary of velocity and peak pressure results

Composite
Velocity

�m/s�
Peak pressure

�MPa�

Al+CuO 582.9�87.6 3.74�0.85
Al+NiO 193.7�72.2 1.68�0.88
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method of material preparation and could be due to nonideal sto-
ichiometry. The peak broaden is due to the small crystallite size.
No significant contaminates were found in the powder. The
intensity-2� graph is shown in Fig. 9.

4 Discussion
The instrumented flame tube results show that the Al+CuO

reaction produced high peak pressures and flame propagation
rates, which were expected. The Al+NiO reaction however, had
much higher peak pressures than expected, as well as much faster
propagation rates, which were unexpected since the reaction gen-
erates virtually no gas. The high peak pressures observed in the
Al+NiO reaction are indicative of rapid fluid movement. This
fluid movement also enhances convective heat transfer, and this
increase in the convective mode of energy propagation leads to
higher flame propagation rates. Pressurization rates for both ther-
mites were also comparable: 19.3 GPa/s and 6.04 GPa/s for the
Al+CuO and Al+NiO reactions, respectively. There is a relation-
ship between pressurization rate and propagation speed. Bockmon
et al. �5�, Sanders et al. �6� and Malchi et al. �7� showed that the
peak pressure correlates with flame propagation. All of these stud-
ies use an instrumented flame tube �similar to the apparatus used
here� to simultaneously collect pressure and optical signals. While
an explicit correlation may not exist the general trend shows
higher pressurization rates are indicative of higher propagation
rates. This trend is consistent with the results summarized in Table
3.

The DSC/TGA traces for both thermites in Figs. 7 and 8 show
exothermic activity but no mass loss, which corresponds to no gas
generation. In these equilibrium DSC/TGA experiments, the tem-
perature is controlled, which prevents thermal runaway of the re-
action. Since the reaction does not approach a temperature high
enough to boil the products of the reaction, no gaseous products
are produced and this result is reflected in the TGA curve showing
no sample mass loss. These data confirm that the Al–NiO does not
produce gas �Table 4�.

The very low heating rate used in the DSC/TGA also prevents
the recently proposed melt-dispersion mechanism �8–10� from be-

Fig. 7 Heat flow and mass loss curves from the DSC/TGA for
Al+NiO at an equivalence ratio of 1.6

Fig. 8 Heat flow and mass loss curves from the DSC/TGA for
Al+CuO at an equivalence ratio of 1.6

Fig. 9 XRD graph of intensity versus 2� for the sol-gel synthesized NiO powder
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ing engaged. In this reaction mechanism, which is only applicable
to nanoscaled aluminum fueled composites undergoing fast heat-
ing, the high strength of the alumina shell and the low thermal
inertia of the nanoscaled particles lead to the Al core melting
while the alumina shell is still intact. This phase change is accom-
panied by a 6% volume increase, which causes extremely high
stresses to develop in the alumina shell. Once the stress in the
shell has reached a critical value, the shell spallates and an un-
loading pressure wave in the molten Al core causes small liquid
Al clusters to be dispersed at high speed �8–10�.

One potential explanation for the high peak pressures observed
in the Al+NiO instrumented tube tests is that the spallation of the
alumina shell and dispersion of molten Al clusters leads to advec-
tion of interstitial gasses inside the tube in much the same way
that the explosion of a fragmentation grenade leads to the forma-
tion of a high pressure shockwave, albeit on a much smaller scale
and with much less force. In this way the high observed pressures
are not caused by gas generation, a thermodynamic effect but by
rapid fluid movement, a physical effect. This explanation is
equally valid for the Al+CuO reaction. Here, the thermodynamic
and physical effects combine to produce higher peak pressures
than those seen in the Al+NiO.

Recently, in Weismiller et al. �11�, Al–CuO was examined at
pressures between 0–9 MPa ��0 MPa corresponding to vacuum
conditions�. In an argon environment they observed increased ve-
locities �roughly 200–400 m/s greater than ambient initial pres-
sure conditions�. Although they did not examine the nongas gen-
erating thermite �i.e., Al–NiO� their results imply that even under
vacuum, convective influences from gases produced during reac-
tion can increase flame propagation compared with nonvacuum
conditions.

A mathematical model has been developed to assess the reason-
ableness of the gas phase reaction propagation contributing to
enhanced convection. The model assumes that nanometric Al par-
ticles react with oxygen from the oxidizer in the gas phase under
laminar premixed flame conditions. According to this theory, the
flame speed can be calculated from Eq. �4� �12�.

SL = �− 2��� + 1�
m̄̇F�

�u
�1/2

�4�

where

� = � mair

mfuel
	

stoic
�5�

Many researchers assume that the solid oxidizer is in the gas
phase prior to reaction such that Al oxidation is controlled by Eq.
�6� �13–15� and used to determine �=3.8174.

Al�gas� + O2 → AlO + O �6�
Equations �7�–�9� are used to calculate reaction kinetics �12�.

m̄̇F� = w̄̇FMWF �7�

w̄̇F =
d�Al�

dt
= − kg�Al��O2� �8�

� = A exp�−
Ea

RuT̄
	 �9�

The gas phase pre-exponential factor �A� and activation energy
�Ea� are obtained from literature �14� and reproduced in Eq. �10�
at a combustion temperature Tg=3200 K in Ref. �14�.

� = 9.76 � 1013 exp�− 80/Tg� cm3/�mol s� �10�

where � is, thus, obtained as 9.52�1013 cm3 / �mol s�.
The concentrations of species are determined from Eqs. �11�

and �12�.

�Al� = xAl
P

RuT̄
�11�

�O2� = xO2

P

RuT̄
�12�

In the above equations, xAl=xO2
=0.5, P=1.5�106 Pa, and

Ru=8.315 J /mol K

T̄ =
1

2
�1

2
�Tb + Tu� + Tb	 �13�

The average temperature is calculated based on the definition in

Ref. �12�. The mean temperature T̄ is calculated as T̄=2169 K
from Eq. �13�, where Tb=Tb,Al=2792 K and Tu=300 K. From
Eqs. �11� and �12�, �Al�= �O2�=0.0416 k mol /m3 and from Eqs.

�7�–�9� w̄̇F=−1.6473�108 k mol /m3 s and m̄̇F�=−4.4444
�109 kg /m3 s.

The calculated flame speed �SL� is SL=560 m /s a very good
comparison to the measured values reported here �Table 3�. How-
ever, the reaction kinetics reported for a solid-state diffusion-
controlled rate equation does not compare well with the flame
speed measurements here. Park et al. �16� reported kinetic param-
eters Ea=104.8 kJ /mol and A=5.0�103 �1/s� for condensed
phase Al reactions. When these Arrhenius parameters are put into
the above equations, a flame speed of SL=0.1002 m /s is ob-
tained. These results suggest that modeling reaction propagation
as gas phase premixed combustion more accurately describes the
experimental results as opposed to a solid, nongas generating re-
action. This finding is consistent with the melt-dispersion mecha-
nism, which theorizes that oxidation is accelerated by molten Al
droplets that are aerosolized from the original Al particle. While
the Al–NiO is a nongas generating reaction, flame propagation can
be modeled in the gas phase implying that reaction propagation
proceeds according to the melt-dispersion mechanism, which
aerosolizes the reactants thereby enhancing convection.

Other possible explanations for the high peak pressures seen in
the Al+NiO reaction may involve the composition and phase of
the NiO material. The d-spacing results from XRD analysis sug-
gest that the material may be in a metastable phase that could
decompose into Ni and O when exposed to high temperatures.
Under the slow heating rates of the DSC/TGA, however, no such
decomposition was observed. The small amorphous content of the
NiO observed in XRD may also contain organic compounds left
over from the sol-gel synthesis process although the decomposi-
tion and out gassing of these compounds was not observed in the
DSC/TGA. The rapid expansion of interstitial gas in the tube due
to the high flame temperatures associated with these reactions
may also contribute to the observed pressures �17–19�.

Figure 10 shows a schematic of some currently known combus-
tion regimes, highlighting the dependence of propagation rate on
particle size. The schematic shows the mechanisms for reaction
and modes of energy propagation, as well as some examples of
composites that exhibit that behavior. The velocity ranges given in
the schematic are exclusive to the instrumented tube diagnostic
described here with the exception of the monomolecular bond

Table 4 Mass losses observed in DSC/TGA tests

Composite
Mass change

�%�

CuO 	13.3
NiO 	3.6
Al+CuO 5.45
Al+NiO 0
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breaking entry. An entry for nanoscale composites that do not
normally exhibit gas generation has been added to the graph be-
tween the diffusion regime that controls micron scale reactions
and the dispersion with gas generation regime that describes reac-
tion behavior at the nanoscale for gas producing composites. The
inclusion of this new dispersion without gas generation regime
opens the potential for greater customization toward the thermite
applications. Specifically, this study reveals that nongas producing
thermites may provide power on par with gas producing thermites
if the melt-dispersion mechanism is activated to induce bulk fluid
movement and enhance convection. This finding may have impli-
cations for applications where noncollateral damage is preferred
but high reactivity and exothermicity are desired.

5 Conclusions
A series of tests were conducted on two different nanoscaled

thermites, Al+CuO and Al+NiO, at different equivalence ratios.
The Al and CuO were obtained from commercial sources; the NiO
was synthesized at LLNL using a sol-gel technique. Using an
instrumented flame tube apparatus average values for flame propa-
gation rate and peak pressure were determined for a range of
equivalence ratios. Average velocities recorded for the Al+CuO
and Al+NiO were 582.9�87.6 m /s and 205.5�71.2 m /s, re-
spectively. Average peak pressures recorded were
3.75�0.85 MPa for the Al+CuO and 1.83�0.89 MPa for the
Al+NiO. The Al+NiO flame speed and peak pressure were un-
expected as it was predicted to evolve almost no gas and have a
very low flame propagation rate. Slow heating experiments were
also conducted on the thermites and individual reactants using a
DSC/TGA. These tests showed that the reactants were pure and
that the thermites produce no gas under thermal equilibrium con-
ditions.

The large amount of gas generated by the Al+NiO reaction
under high heating rates was potentially explained as a forced
convective wave created by the bulk movement of aerosolized
molten Al clusters released during the rupture of aluminum par-
ticles brought about by the melt-dispersion mechanism.

The gas generation properties for both reactions were deter-
mined to be significantly dependant on heating rate. When heated
quickly in the instrumented flame tube significant peak pressures
were noted in both thermites while slow heating in the DSC/TGA
led to no appreciable mass loss.

This is the first study to show that thermites that had previously
been predicted to have no significant gas production can in fact
produce reactivity �measured in terms of flame speed and peak
pressure� on the same order of magnitude as their gas producing
counterparts due to new reaction mechanisms possible for nano-

scale particles under high heating rate conditions. As shown in
newly presented Fig. 10, this newly proposed reaction mechanism
based on dispersion can enhance convection and generate propa-
gation rates comparable to those of gas producing nanoscaled
thermites and far in excess of micron scaled thermites. Identifying
the propagation modes related to different regimes will enable
greater tuneability of reactants to applications.
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Nomenclature
� 
 thermal diffusivity
� 
 reaction rate constant
kg 
 thermal conductivity of gas
�u 
 density of unburned gas
A 
 pre-exponential factor

�Al� 
 aluminum concentration
�O2� 
 oxygen concentration

Ea 
 activation energy
m̄̇F� 
 mass production rate of the fuel

P 
 pressure
Ru 
 universal gas constant
SL 
 flame speed

T̄ 
 average temperature
Tb 
 boiling temperature of Al
Tu 
 temperature of unburned gas
x 
 mole fraction
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1 Introduction
Nucleate boiling is a liquid-vapor phase-change process associ-

ated with bubble formation on the heated surface. As it is a very
efficient mode of heat transfer, the boiling process has attracted
the attention of many researchers in the past. Subcooled nucleate
pool boiling exists when the bulk temperature of the liquid pool is
below the saturation temperature of the liquid at the given system
pressure, and the temperature of the heating surface exceeds the
nucleation temperature, which is higher than the saturation tem-
perature.

A key parameter in determining the heat transfer coefficient
under subcooled nucleate boiling conditions is the liquid subcool-
ing itself. Gunther and Kreith �1� reported that bubbles ceased to
detach as the liquid subcooling was increased. Ramanujapu �2�
experimentally studied the dynamics of a single bubble under sub-
cooled boiling conditions up to 5.5°C of subcooling. He observed
that a bubble grew to a maximum size and then shrank a little
before it detached. In some of the tests, it was observed that the
bubble oscillated �expanded and contracted� for a while before
departing. Based on those experiments, Ramanujapu and Dhir �3�
also reported dynamics of contact angle during bubble growth and
departure. Singh �4� numerically confirmed that for certain wall
superheats and low liquid subcoolings, a bubble does depart at a
size that is smaller than its maximum value during its growth
process. However, for high subcoolings, bubbles do not detach
from the wall.

Various studies have also been carried out to examine reduced
gravity effects on boiling heat transfer. Siegel and Keshock �5�
employed a drop tower to study bubble dynamics under gravity
fields in the range from 1.4% to 100% of earth-normal gravity.
They observed that bubbles became quite large and the growth
times were longer in reduced gravity in comparison to those at
terrestrial conditions. However, the test duration of about 1 s
could not guarantee that test conditions, including the flow field
and temperature distribution, were identical to that for time inde-
pendent low gravity conditions. Straub et al. �6� carried out a
series of boiling experiments with heaters of different geometries
at low gravity in ballistic rocket flights �TEXUS program, g /ge
�10−4� and in parabolic flights of KC 135 aircraft. The authors

reported several bubble-growth histories for R-113 at g /ge
�10−4 and departure diameters for R-12 bubbles at both earth-
normal gravity and g /ge�10−2. The authors proposed that evapo-
ration at the base of a bubble was the primary heat transfer mecha-
nism. Oka et al. �7� reported pool boiling experiments of
n-pentane at gravity levels of �0.005 to 0.05ge during parabolic
flights. According to their observation, the bubble size could range
from 5 mm to 50 mm after bubble coalescence so as to almost
cover the entire heating surface for �Tw=19°C and �Tsub=9°C.
The authors also noted that the bubble oscillation enabled continu-
ous supply of the liquid from the bulk to the wall. Qiu and Dhir
�8� presented an experimental study on growth and detachment of
a single bubble on a heated surface with water as the test fluid for
0.04ge. Bubble growth time, bubble size, and shape from nucle-
ation to lift-off were measured under subcooled and saturated con-
ditions. In the limited range of wall superheats and liquid subcool-
ings, the effects of wall superheat and liquid subcooling on bubble
lift-off diameter were found to be small; however, the growth
periods were very sensitive to liquid subcooling at a given wall
superheat. They also showed that for saturated liquid, bubble de-
parture diameter approximately varied as g−1/2 and growth period
changed about inversely with the level of gravity. Son et al. �9�
presented a bubble-growth model based on the level-set method,
which has been proven to be quite effective in correlating the
experimental data. The model developed by Son et al. �9� laid a
foundation for the current work.

In the present study, a numerical procedure, which is capable of
redistributing the mesh and sustains a high node density around
the interface as the bubble grows, is used to model the process
during subcooled nucleate boiling under various gravity levels.
This approach is used to obtain a higher degree of accuracy in
calculating the liquid side heat transfer.

2 Numerical Formulation

2.1 Model Description. To analyze the growth of a single
bubble in subcooled nucleate boiling, we extend the numerical
model originally developed by Son et al. �9�. In that model, the
computational domain was divided into two parts: a microregion
and a macroregion, as shown in Fig. 1. The microregion is a thin
film that lies underneath the bubble, whereas the macroregion
consists of the bubble and the liquid surrounding the bubble. In
the present work, numerical simulations of fluid flow and heat
transfer are carried out in both micro- and macroregions for a
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given contact angle. The computed shape of the interface in the
microregion and the macroregion is matched at the outer edge of
the microlayer. In the numerical simulation, a level-set function is
used to represent the shape of the interface in the macroregion.

2.2 Assumptions. The following assumptions are made in
this study:

• the process is two-dimensional and axis-symmetric;
• the flows are laminar;
• the wall temperature remains constant;
• water at atmospheric pressure is used as the test fluid;
• vapor remains at its saturation temperature;
• the thermodynamic properties of the individual phases are

assumed to be insensitive to small changes in temperature
and pressure except for surface tension.

For a constant heat flux surface, the temperature of the solid
wall will vary because of the spatial and temporal dependences of
the liquid side heat transfer coefficient �10�. To resolve the varia-
tion in temperature, one must solve conjugate heat transfer prob-
lem in the solid. In the present work, the temperature of the solid
is assumed to remain constant with the premise that effect of
temperature variation on bubble dynamics will be of second order.

2.3 Thermal and Physical Properties. The thermal and
physical properties used in carrying out the computation are listed
in Table 1. All properties are evaluated for water at atmospheric

pressure and saturation temperature of 100°C.

2.4 Governing Equations for the Macroregion. To numeri-
cally analyze the macroregion, we use the level-set formulation
developed by Son et al. �9� for nucleate boiling of pure liquid. The
interface separating the two phases is captured by solving the
following equation for the level-set function, �:

��

�t
= − uint · �� �1�

where

uint = u +
m

�
�2�

and m is the evaporation/condensation-rate vector through the
bubble interface �see Ref. �9� for details�. Reinitialization equation
for � is solved until steady state is reached to ensure that ����
=1:

��

�t
= sign��o��1 − ����� �3�

In the above equation, �0 is the solution of Eq. �1�. The material
properties are assumed to be constant in the individual phases,
except near the interface and in a thin region around the interface.
To describe such an interface, we define the Heaviside function,
H, as follows:

H = 1 if � � + 1.5h

=0 if � � − 1.5h �4�

=0.5 + �/�3h� + sin�2��/�3h��/�2�� if ��� � 1.5h

where h is equal to the grid spacing on a uniform grid, and H is 1
in the liquid phase and 0 in the vapor phase. The interface is
spread over an interval of 3h, so that the material properties
change continuously at the interface. In terms of H, the properties
of interest are defined as follows:

� = �v + ��l − �v�H �5�

Macro region

y = Y

Liquid

Vapor

T=Tsat

r = RWall

r

g

Micro region

r = R r = R

y

10

0 h/2

Wall

ϕ

δ
δ

Fig. 1 Macro- and microregions in numerical simulation

Table 1 Thermal and physical properties

Property Unit Liquid Vapor

� kg /m3 958 0.598
cp kJ /kg K 4.212 2.02
k W /m K 0.68 0.0248
	 m2 /s 2.85
10−4 1.2
10−5

hfg kJ/kg 2257
Tsat K 373.15
� K−1 7.5
10−4

� N/m 0.0589
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	−1 = 	v
−1 + �	l

−1 − 	v
−1�H �6�

k−1 = kl
−1H �7�

where �, 	, and k denote the density, the fluid viscosity, and the
thermal conductivity, respectively. The subscripts v and l repre-
sent the vapor and fluid phases, respectively. Also, Eq. �7� is con-
sistent with the assumption that the vapor temperature remains
constant at Tsat.

The interfacial curvature is expressed in terms of the level-set
function as follows:

 = � ·
��

����
�8�

The governing equations of continuity, momentum, and energy
conservation for the macroregion are

��

�t
+ � · ��u� = 0 �9�

�� �u

�t
+ u · �u� = − �p + �g − ��T�T − Tsat�g − � � H

+ � · 	 � u + � · 	 � uT �10�

�cpl� �T

�t
+ u · �T� = � · k � T for H � 0

T = Tsat�pv� for H = 0 �11�
Since the vapor in the bubble was assumed to remain at the satu-
ration temperature, the energy equation in the vapor is not solved.

The mass conservation equation Eq. �9� can be rewritten, while
noting that �� /�t=−uint ·��, as,

� · u =
m

�2 · �� + V̇micro =
k � T

hfg�2 · �� + V̇micro �12�

where V̇micro is the volume addition attributed to the heat transfer
from the microlayer, which is

V̇micro =	
R0

R1 kl�Tw − Tint�
�vhfg��Vmicro

rdr �13�

�Vmicro is a vapor-side control volume near the microregion.
Equations �10�–�12� are nondimensionalized using the charac-

teristic length, time, and velocity scales, l0, t0, and u0, respec-
tively:

l0 =
 �

g��l − �v�
�14�

u0 = 
gl0 = � �g

��l − �v��1/4

�15�

t0 =
l0
u0

= � �

g3��l − �v��1/4

�16�

The temperature is nondimensionalized such that the wall tem-
perature is 1 and the subcooled liquid temperature is 0, i.e.,

� =
T − Tl

Tw − Tl
=

T − Tl

�Tw − Tsat� + �Tsat − Tl�
=

T − Tl

�Tw + �Tsub
�17�

The governing equations �Eqs. �10�–�12�� are solved throughout
the domain to obtain the velocity, temperature, and pressure in
each cell. The detailed computational framework is discussed
later.

2.5 Governing Equations for the Microregion. This region
is illustrated in Fig. 1. The thickness of the microlayer varies from
a few molecules at the inner end to a few micrometers near the

outer end, where it joins with the macroregion. Lay and Dhir �11�
modeled and numerically solved for the shape of the microlayer
underneath a bubble using lubrication theory. In carrying out the
analysis, � is taken to be the thickness of the microlayer measured
from the wall, and r is the radial coordinate. The quasistatic mass
conservation, momentum, and energy equations in the microlayer
are given as

q/�lhfg = −
1

r

�

�r	
o

�

ruldy �18�

�pl

�r
= 	l

�2ul

�y2 �19�

q = kl�Tw − Tint�/� = hev�Tint − Tv + �pl − pv�Tv/�lhfg� �20�

where Tw is the wall temperature and Tv is the vapor temperature.
Tint is the interface temperature, which is approximately Tw at the
inner end and Tv at the outer end. A typical profile of Tint has been
shown in Ref. �9�. Here pv is the vapor pressure and hev is the
evaporation heat transfer coefficient. The evaporation heat transfer
coefficient is obtained from kinetic theory as

hev = �2M/�R̄Tv�0.5�vhfg
2 /Tv, Tv = Tsat�pv� �21�

The pressures in the vapor and liquid phases satisfy the follow-
ing relation �11�:

pl = pv − � −
A

�3 +
q2

�vhfg
2 �22�

where surface tension, �, is a function of temperature, and A is the
dispersion constant in the disjoining pressure and its magnitude
can be related to the contact angle, which is prespecified for a
given liquid-solid combination. In Eq. �22�, the second term on
the right hand side accounts for the capillary pressure, the third
term accounts for the disjoining pressure, and the last term ac-
counts for the recoil pressure. The curvature of the interface is
defined as

 =
1

r

�

�r
�r

��

�r
/
1 + � ��

�r
�2� �23�

The combination of the mass, momentum, and energy equations
for the microlayer yields

�� = f��,��,��,��� �24�

where � denotes � /�r.
The boundary conditions for the above equation are imposed as

follows:
At r=R0 �inner end of microlayer�,

� = �o, �� = �� = 0 �25�

where �o is of the order of molecular size and it can be obtained
from Ref. �12� at the junction of the evaporating and nonevapo-
rating regions.

At r=R1 �outer end of microlayer�,

� = h/2, �� = 0 �26�

where h is the grid spacing and h /2 is the vertical distance to the
first computational node for the level-set function, �, on uniform
grids from the wall. In implementing the above boundary condi-
tions, the radius R1 is determined from the solution of the mac-
roregion. For a given dispersion constant, the microlayer formu-
lation, Eq. �24�. and R0 are solved with the five boundary
conditions �Eqs. �25� and �26��. In this work, an apparent contact
angle is defined as

tan � = 0.5h/�R1 − R0� �27�

� is measurable experimentally and used as boundary conditions
in level-set function. Equation �24� is numerically integrated using
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a Runge–Kutta method with a separate code. An expression for
the rate at which vapor is produced from the microlayer is given
in Eq. �13�. Within moving meshes, the distance to the first com-
putational node from the wall will no longer be equal to h /2 on a
uniform grid. It also may vary slightly from time to time. The
above equations are still valid when nonuniform grids are used.

3 The Computational Framework
In the current study, a numerical procedure in conjunction with

moving mesh method is applied to compute the level-set function.
Contravariant velocity components in curvilinear coordinates
�� ,�� are taken as primary variables. For detailed information
concerning moving mesh generation and related equations, the
reader is referred to Ref. �13�. The resulting equations contain
convection terms of the first-order derivatives with respect to �, �,
and diffusion terms of the second-order derivatives with respect to
��, ��, ��, and ��. Taking advantage of the bubble symmetry, we
only need to compute one-half of the bubble. We use a staggered-
grid finite difference scheme. The scalar parameters are defined at
the centers of cells and velocity components are stored at the
edges of cells. To easily obtain the discretized forms of various
quantities, both Cartesian velocity components and contravariant
ones are stored in memory. We use upwind differencing for ad-
vection terms and central differencing for diffusion terms. A pro-
jection method is used to solve for velocities and pressure. Be-
cause the computation for pressure takes most of the
computational time, we combine multigrid and conjugate gradient
methods so that the numerical solver for pressure converges in
less than ten iterations under most circumstances. This in turn
results in significant computational savings.

Overall we have the following computational framework:

1. Initialize mesh distribution by solving the mesh equation to
steady state. Incorporate level-set function into mesh equa-
tion. The resulting mesh would fit well with the initial con-
ditions. It also should be noted that the changes in other
variables, such as temperature and temperature gradient,
can be easily taken into account in the mesh adaptation
process.

2. Update mesh. Using �t in the mesh equations, solve for one
time step to evolve the mesh in forward direction.

3. Solve the level-set advection equation, reinitialize the level-
set function, and determine the properties (density, viscosity,
and thermal conductivity). The second order essential
nonoscillatory (ENO) scheme is applied to discretize �� and
��. A few iteration steps are used in the reinitialization pro-
cedure. We use the interface width of 3h to bridge the prop-
erty difference across the interface.

4. Solve the energy equation for temperature in the liquid. The
upwind differencing is used for T� and T�. The diffusion
terms, T�� and T��, are implicitly discretized, and T�� and
T�� are continuously updated by the current iteration until
convergence.

5. Solve the momentum equation for intermediate velocities us-
ing the pressure at the previous time step.

6. Solve the Poisson equation for pressure. The governing

equation for pressure contains V̇micro. Under the assump-
tions of constant wall temperature and constant contact

angle, V̇micro is a function of the distance between the first
computational node and the wall. This function is obtained
from solution of microlayer beforehand and is incorporated
into this numerical procedure. During each time step, the
average distance of several first computational nodes along
the wall at the interface region is used to retrieve the corre-
sponding microlayer heat transfer.

7. Correct the velocities corresponding to the updated pres-
sure. This ensures that the continuity equation is satisfied.

8. Go to step 2 for the next time step.

3.1 Boundary Conditions. At the wall �y=0�,

u = 0, v = 0,
��

�y
= − cos �, T = Tw �28�

At the top of computational domain �y=Y�,

�u

�y
= 0,

�v
�y

= 0,
��

�y
= 0, T = Tl �29�

At the planes of symmetry �r=0,R�,

u = 0,
�v
�r

= 0,
��

�r
= 0,

�T

�r
= 0 �30�

3.2 Initial Conditions. Initially, the fluid velocity is set to
zero. The temperature profile is taken to be linear in the natural
convection thermal boundary layer, and its thickness, �T, is given
by Kays and Crawford �14�:

�T = 7.14��l�l/g�T�Tw − Tl��1/3 �31�

4 Validation
To validate this moving mesh method coupled with level-set

function, we studied the case of bubbles rising in a quiescent
liquid and compared the results to those given by Ryskin and Leal
�15� and Son �16�. A phase-change problem with an analytical
solution described in Ref. �17� was also used to test the capability
of our method to include heat transfer. The numerical results for
these two cases are reported in Ref. �13�. The results of numerical
simulations reported here are also validated by comparing the re-
sults with the experimental data.
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In carrying out numerical simulation, the computational domain
is chosen to be �R / l0 ,Y / l0�= �1,3� for a series of bubbles and
�R / l0 ,Y / l0�= �1,2� for a single cycle in most cases except for
g /ge=0.0001, to minimize the effects of the computational bound-
ary and save computation time. The initial bubble size is deter-
mined by the size of grid spacing, which is D / l0=0.01 for normal
gravity and g /ge=0.01. The details for g /ge=0.0001 are provided
in Sec. 5. Considering the complexity involved in boiling phe-
nomenon, it is impossible to simulate every aspects of bubble
dynamics and heat transfer during the process, and some simpli-
fications have to be made. The constant wall temperature is one of
them, although in reality it can vary with time and position due to
the high evaporation rate near the contact line. In addition, the
advancing and receding contact angles differ and depend on the
interface velocity. In the present work, a static contact angle is
used, as the advancing and receding contact angles are expected to
deviate only about 5 deg from the static contact angle �3�. Because

the conjugate heat transfer problem in the solid is not solved,
waiting time between successive bubble-growth cycles cannot be
predicted and must be specified empirically.

4.1 Case 1: Subcooled Nucleate Boiling Under Earth-
Normal Gravity. The prediction from the numerical model was
compared with the experimental data of Ramanujapu �2�. The
growth of an isolated bubble on a silicon wafer was studied in
those experiments. A square cavity, 10 	m in width and 20 	m
in depth, served as the nucleation site. The wafer was heated from
below by controlling power through strain gauge heaters while
maintaining surface temperature nearly constant. In the experi-
ments, degassed and de-ionized water was used as the test fluid.
The heated region around the cavity was much larger than the
radius of the computational domain. Further experimental details
are given in Ref. �2�. Figure 2�a� shows the comparison for the
case where �Tw=7°C, �Tsub=1.5°C, contact angle of 54 deg,
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and pressure of 1.013
105 Pa. This value of static contact angle
has been measured in experiments for water on a clean polished
silicon surface.

The data from three different bubble release cycles are com-
pared with the results for three sequential bubbles from simula-
tion. It can be seen that there is a good agreement with the data
throughout the growth cycle. Although the model overpredicts the
departure diameter by about 10% under these conditions, the pre-
dicted growth rate and growth periods match well with those
found in the experiments.

Figure 2�b� shows the variation of predicted Nusselt number
based on the heater area �19.6 mm2� averaged heat flux at the
wall with time for eight bubble release cycles from the beginning
until quasisteady state condition is achieved. In each cycle, the
minimum Nusselt number occurs after the bubble lifts off and just
prior to the birth of a new bubble. It is fortuitous that, under
quasisteady state conditions represented by sixth, seventh, and
eighth cycles, the minimum Nusselt numbers in the absence of
bubbles comparable to the initial Nu assumed to correspond to
steady state natural convection. It should be noted that Nusselt
number values higher than the minimum indicate the enhanced
heat transfer rate caused by the formation of bubbles. During the
first cycle, the thin thermal boundary layer �shown in Fig. 3 at t
=0 ms� provides the least heat transfer to the growing bubble. As
a result, the first bubble takes much longer time to grow and
depart than subsequent bubbles. The thin thermal boundary layer
implies a steep temperature gradient close to the wall everywhere
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in the computational domain and yields a larger value of Nu. With
time, the flow field that is created causes the thermal layer to
thicken around the bubble generation site. As a result, Nu de-
creases and more heat is stored in the liquid. This leads to a higher
rate of evaporation and reduces growth period. When the bubble
base shrinks, cold liquid from the sides of the domain flows in and
fills the volume. This flow pattern in turn compresses the thermal
boundary layer and intensifies the heat transfer. For example, the
maximum heat transfer rate in seventh cycle occurs at 910.5 ms as
the base radius decreases to 0.57 mm from the maximum value of
0.89 mm prior to departure. Once quasisteady state is achieved,
Nu does not alter much from cycle to cycle. This trend is indicated
by sixth, seventh, and eighth cycle in Fig. 2�b�. The waiting time
is not provided with the experiment data. In numerical simula-
tions, too small waiting time will lead to bubble merger in vertical
direction and a large waiting time will increase computational
time considering many cycles of bubbles. A waiting time of 16.6
ms was empirically used in between successive bubble cycles.

The initial conditions for the first and seventh bubble are shown
in Fig. 3 at t=0 and 845.3 ms, respectively. The much thicker
boundary layer for the seventh cycle, which is similar to sixth and
eighth cycled, gives rise to higher growth rate and smaller growth
period ��70 ms� in comparison to the first bubble, which has a
growth period of 250 ms. Figure 3 provides a sequence of the
time-dependent isotherm distributions and velocity fields for the
seventh cycle. From Fig. 3, it can be observed that the superheated
plume represented by the contour of 100.2°C stays above the top
of the bubble throughout this period and the bubble is exposed to
the subcooled liquid only during the late portion of the growth
period. This process is typical for sixth and eighth cycles as well.
It should be noted that as reported in Ref. �9� for saturated case,
microlayer contributes about 20% to the total heat transfer rate
into the bubble.

The impact of initial conditions on bubble-growth rate is further
demonstrated for a higher subcooling case in Fig. 4, which com-
pares the data from experiments with prediction from numerical
simulations for �Tw=6.5°C, �Tsub=4°C, contact angle of 54°,
and pressure of 1.013
105 Pa. The data are from Ref. �2�. Nu-
merical computation 1 is based on initial thermal layer thickness
given by Eq. �31� and on the assumption that temperature varies
linearly in the thermal layer. For this case, bubble reaches a qua-
sistatic size of 1.86 mm and does not depart up to 120 ms. Nu-
merical computation 2 is based on the dimensionless temperature
distribution that will exist after several bubble release cycles �e.g.
Fig. 3 at t=845.3 ms�. The prediction from the second set of
calculation is in more agreement with the data from experiments,
where a bubble of about 2.4 mm in size departs at about 110 ms.
Thus the initial condition during subcooled boiling significantly
affects the bubble dynamics. Normally initial conditions in the

experiments after several bubble nucleation cycles are not known
and as a result differences may exist between results of experi-
ments and numerical simulations. To avoid inconsistencies, all the
calculations in this work were performed for the first cycle based
on the initial linear distribution of temperature in the thermal
layer. In carrying out the calculations, the domain size was varied
parametrically and little effect on flow field and bubble-growth
history was observed for domains larger than those used in the
reported work. Also bubbles were allowed to escape from the free
surface with liquid, filling the vacated space at the top of the
domain.

4.2 Case 2: Subcooled Nucleate Boiling Under
Microgravity. This section presents the results for the cases
where the gravity levels are much lower than the earth-normal
gravity. Under these conditions, not only is the size of the bubble
larger but also the growth periods are extended.

The data from the KC-135 flights are used to validate results for
the subcooled cases. The detailed information related to the ex-
perimental setup is given by Qiu and Dhir �8�.

The initial condition is different in the microgravity model, as
compared to that at earth-normal gravity in term of the thickness
of the thermal layer. The low gravity in the KC-135 flight lasts
about 20 s. This relatively short period of time does not allow for
the thermal layer to grow and develop over a period of several
cycles. Therefore, the conditions at the start of the experiments are
a relatively static pool and a growing thermal layer. For the mi-
crogravity simulations, we take the results from the first cycle of
the bubble growth itself. Assuming heating was started 2 s prior to
bubble initiation, the initial thermal boundary layer thickness from
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Fig. 10 Temperature distribution and velocity field for wall superheat=8°C, liquid subcooling=0°C, contact angle=38 deg,
pressure=1.013Ã105 Pa, and g /ge=1 „temperature increment between isotherms is 1.58°C…
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111501-8 / Vol. 132, NOVEMBER 2010 Transactions of the ASME

Downloaded 05 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



transient conduction analysis has been set to 1 mm.
Figure 5 displays the comparison of the bubble-growth history

between the data and results of simulation for wall superheat
=2.5°C, liquid subcooling=0.4°C, contact angle=54 deg,
pressure=1.013
105 Pa, and g /ge=0.045. The predicted depar-
ture diameter is in very good agreement with the data, although
the predicted time period is longer by about 20%. Model overpre-
dicts the bubble diameter during the midrange of the growth his-
tory of the bubble. The reason for this could be that gravitational
acceleration in KC-135 is rarely constant. The variation in accel-
eration in flight affects the thickness of the thermal layer around
the bubble and hence the growth rate.

Computed departure diameters for R-12 bubbles at gravity level
of g /ge=0.01 are compared with experimental data of Straub et al.
�6� in Fig. 6. From the calculated departure sizes by Straub et al.

�6� using Fritz equation and the properties of R-12, contact angles
ranging from 18 deg to 30 deg at different p /pc were expected in
their experiments. Therefore, a contact angle of 25 deg was as-
sumed in carrying out the numerical simulation for all p /pc. Over-
all the calculated departure diameters agree with the experimental
data as p /pc ranges from 0.1 to 0.6. In the worst case of p /pc
=0.1, the numerical simulation underpredicts the departure diam-
eter by 13%.

Based on the above comparisons with the benchmark test cases,
we are confident about the validity of our numerical simulations.

5 Results and Discussions
In this section, the numerical results for saturated and sub-

cooled boiling of water as test fluid under various gravity levels
are presented. The saturated cases are limiting cases. All the nu-
merical results correspond to the computations of bubble growth
and departure for the first cycle.

5.1 Earth-Normal Gravity, g Õge=1 . Numerical simulations
of single bubble dynamics during saturated and subcooled nucle-
ate boiling of water for a wall superheat of 8°C, a contact angle
of 38 deg, and a system pressure of 1.013
105 Pa were per-
formed. This contact angle is considered for water on a mildly
oxidized copper surface. The growth history of the bubble is used
as the primary means of comparing the effect of various param-
eters. The actual volume of the bubble is first computed; thereafter
it is converted into an equivalent diameter of a complete sphere.

Figure 7�a� shows the growth histories of the bubble with four
different subcoolings of 0°C, 1°C, 5°C, and 7.5°C, respectively.
For the saturated case, the bubble continues to increase in size
until it finally departs from the wall after attaining a diameter of
2.43 mm. For liquid subcooling of 1°C, the bubble is predicted to
detach from the wall with a diameter of 2.22 mm. For subcoolings
of 5°C and 7.5°C, the bubble grows to a maximum size �1.79
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Fig. 12 Temperature distribution and velocity field for wall superheat=8°C, liquid subcooling=5°C, contact angle=38 deg,
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mm for 5°C, 1.49 mm for 7.5°C� and then begins to shrink. This
shrinkage is due to the large condensation heat transfer that occurs
at the upper portions of the bubble, which becomes larger than the
sum of evaporative heat transfer around the bubble and from the
microlayer. Eventually a balance is reached between the evapora-
tion and condensation rates, and the bubble acquires a quasistatic
diameter while remaining attached to the heated surface �1.70 mm

for 5°C subcooling and 1.36 mm for 7.5°C subcooling�. The
bubble in these cases never achieves the bubble departure size.
Nusselt number based on the wall area average heat transfer rate
from the wall over the computational domain is shown in Fig.
7�b�. The heat transfer coefficient is based on the wall superheat.
Initially Nu is higher because of the higher subcooling and the
thinner thermal boundary layer. It is found that Nu for 5°C sub-
cooling slightly exceeds that for 7.5°C subcooling after 0.31 s.
Possible reason could be the role played by bubble base size:
More heat is transmitted into the vapor from the microlayer for
the bubble with the larger base area; on the other hand, a larger
bubble would have a smaller area through which heat is trans-
ferred from the wall to the liquid.

Figure 8 shows the total heat transfer rates into bubble includ-
ing the contribution from the microlayer and the bubble interface
for the four subcoolings. The initial high rate of heat transfer
accounts for the rapid bubble growth in the early stages. As the
bubble approaches its departure size, the heat transfer rate de-
creases. For subcoolings of 5°C and 7.5°C, heat transfer rate
rapidly approaches zero as condensation balances evaporation and
bubble size becomes almost static.

Figure 9 presents the interfacial heat flux as a function of loca-
tion along the interface at two times during the bubble growth for
various subcoolings. The evaporation contribution from micro-
layer is not considered here. As expected, larger subcooling results
in higher condensation rates. At t=0.009 s, the bubbles are in the
process of rapid growth. The top of the bubbles are exposed to the
subcooled liquid. This yields a steep temperature gradient, which
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Fig. 17 Temperature distribution and velocity field for wall superheat=8°C, liquid subcooling=0°C, contact angle=38 deg,
pressure=1.013Ã105 Pa, and g /ge=0.01 „temperature increment between isotherms is 1.58°C…
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results in high condensation rates. At t=0.27 s, the bubble size
remains relatively constant and lower condensation rates occur as
thermal layer develops on the liquid side.

Figures 10–12 show the calculated flow field and isotherm dis-
tribution for subcoolings of 0°C, 1°C, and 5°C, respectively. In
each one of those figures, the top isotherm represents a dimen-
sionless temperature of 0.01 and the rest is divided by five equal
increments. From Fig. 10, it can be seen that the growing bubble
initially pushes the liquid radially out. The location where the
vapor-liquid interface contacts the wall is observed to move out-
ward and then inward as the bubble grows and departs. The high-
est heat transfer rate occurs around the base of the bubble and this
is reflected by the packing of isotherms. The nonuniform vapor
velocity inside the bubble results in a noticeable clockwise vortex.

For liquid subcoolings of 1°C and 5°C, the isotherm that termi-
nates at the bubble interface represents the saturation temperature.
It separates the areas where evaporation takes place from the areas
where condensation occurs. We observe that the condensation ar-
eas dominate over the evaporation areas during most of the
growth period. For 5°C subcooling, vapor flowing upward from
the bubble base condenses over most of the interface. The liquid
that has just condensed around the interface flows downward to-
ward the wall and thins down the thermal layer near the base of
the bubble. This in turn leads to saddle points in the isotherms.

Figure 13 represents the grid structure corresponding to Fig. 10
at t=1.4 and 9.4 ms, respectively. For clarity, only every other
point is plotted.

5.2 Microgravity. The results for the cases where the gravity
level is 1% of earth-normal gravity are included here. At this
gravity level, not only is the size of the bubble an order of mag-
nitude larger, but also the growth time periods are much longer.

Figure 14�a� shows the bubble-growth rates for four different
liquid subcoolings for a wall superheat of 8°C, a contact angle of
38 deg, and a system pressure of 1.013
105 Pa. The trends of
bubble growth are similar to those for earth-normal gravity. At
microgravity, subcooling has a more pronounced effect on bubble
size. For example, at g /ge=1.0 as quasisteady state is reached, the
ratios of Dsub /Dd,sat are 0.7 and 0.56 for liquid subcoolings of
5°C and 7.5°C, respectively. However, at g /ge=0.01, they are
0.49 and 0.38, respectively. The corresponding area �1963 mm2�
averaged heat transfer coefficient from the wall during this pro-
cess is shown in Fig. 14�b�. Although Nu values at 0.01ge are
higher than those at 1ge, the actual heat transfer rate is lower. Here
one should note that characteristic length used in defining Nu is
ten times larger at 0.01ge than at 1ge.

Figure 15 depicts the total heat transfer rate across the interface
for various liquid subcoolings. At subcooling of 1°C, the maxi-
mum heat transfer rate, corresponding to the maximum bubble
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Fig. 19 Temperature distribution and velocity field for wall superheat=8°C, liquid subcooling=5°C, contact angle=38 deg,
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volume growth rate, is 2.8 W, whereas it is 3.8 W for the saturated
case. Therefore, this ratio Qmax,�Tsub=1°C /Qmax,sat is 0.74. In con-
trast, at g /ge=1.0, Qmax,�Tsub=1°C /Qmax,sat is 0.85. This observation
confirms that the subcooling affects the rate of heat transfer under
microgravity more than it does under earth-normal gravity. The
reason for this is that interfacial area for the heat transfer is larger
in microgravity.

Figure 16 presents the interfacial heat flux along the bubble
interface at t=0.7 and 9.9 s. The heat transfer from microlayer is
not included once again. The trend is similar to that shown in Fig.
9 for g /ge=1.0. However, it must be noted that evaporation and
condensation heat fluxes under microgravity conditions are much
smaller in magnitude than those for earth-normal gravity. This
difference is caused by a thicker thermal layer around the bubble
over a longer time scale. A thicker thermal boundary layer results
in a smaller temperature gradient, which in turn reduces the heat
flux.

Figures 17 and 18 show the flow field and isotherms for liquid
subcoolings of 0°C and 1°C, respectively, at g /ge=0.01. Com-
paring the temperature fields for the two cases, it can be observed
that a vortex is caused by condensate flowing down on the liquid
side for 1°C subcooling. At the early stage �such as t=0.01 s� in
Fig. 19 for 5°C subcooling, the larger velocity vectors indicate
the rapid bubble growth. Subsequently, condensation begins and
the area over which condensation occurs increases rapidly. Finally
when the condensation rate is larger than the evaporation rate, the
bubble begins to shrink. The condensate flows downward along
the bubble interface resulting in the counterclockwise vortex in

the liquid.
Next the numerical results for the cases where the gravity level

is 10−4 of earth-normal gravity are presented. Here, the computa-
tional domain is chosen to be �R / l0 ,Y / l0�= �0.32,0.64� for the
subcooled boiling cases.

Figure 20 shows that for water at saturation temperature, a
bubble is predicted to detach from the wall at a size of 205 mm for
a wall superheat of 8°C, a contact angle of 38 deg, and a system
pressure of 1.013
105 Pa. In this study, considering the initial
thermal boundary thickness and the eventual bubble size, different
initial bubble sizes �50 mm for saturated and 8 mm for subcooled
case� and computational domains �250 mm radius for saturated
and 80 mm for subcooled case� are used for saturated and sub-
cooled cases. Under subcooled boiling conditions, bubble-growth
history similar to that noted earlier for ge and 0.01ge is observed
and bubble continues to remain attached to the heater.

Figure 21 shows the heat flux along the bubble interface at two
different times. For both t=9.9 s and t=76.0 s, the effect of the
liquid subcooling is evident. Also consistent with earlier results
for 0.01ge, the rate of heat transfer is even smaller.

Figure 22 gives the flow field and isotherms for 5°C subcool-
ing. In comparison to earth-normal gravity, a blunt plume appears
above the bubble beyond 23.7 s. Upon close inspection, it is ob-
served that the bubble size does not remain absolutely constant
and the velocity vectors close to the interface indicate that the
bubble oscillates in both horizontal and vertical directions. It is
also noted that with time, the plume and wiggle in isotherms near
the base are enhanced. It is expected that with reduced viscous
forces, the inertia forces and convection terms play a relatively
more important role, in view of the increased Re. As a result, the
isotherms near the wall begin to appear in a more distorted pat-
tern.

6 Conclusions
A numerical procedure, coupling the level-set function with the

moving mesh method, has been employed to simulate subcooled
nucleate boiling under various gravity levels. The effect of sub-
cooling on bubble size is more pronounced under microgravity
than under earth-normal gravity. At g /ge=1.0, a vortex is gener-
ated at higher subcoolings in the liquid side resulting in a saddle
point in the temperature profile, but not at low subcooling. Under
microgravity conditions, the saddle point in temperature profile
develops even for low liquid subcoolings. For a given subcooling,
the rate of heat transfer around the bubble decreases with reduc-
tion in gravity. This is due to stretching of length and time scales.
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Nomenclature
A � dispersion constant
cp � specific heat at constant pressure
g � gravity vector
g � gravity
H � step function
h � grid spacing for the macro region

hev � evaporative heat transfer coefficient
hfg � latent heat of evaporation

k � thermal conductivity
l0 � characteristic length
M � molecular weight
m � mass flux vector

Nu � Nusselt number, ql0 /kl�Tw
p � pressure
q � heat flux
R � radius of computational domain or bubble
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Fig. 21 Heat flux as a function of location along bubble inter-
face for wall superheat=8°C, contact angle=38 deg, pressure
=1.013Ã105 Pa, and g /ge=0.0001
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Ro � radius of dry region beneath a bubble
R1 � radial location of the interface at y=h /2
R̄ � universal gas constant

Re � Reynolds number, �lu0l0 /	l
r � radial coordinate
T � temperature
t � time

t0 � characteristic time
�T � temperature difference, Tw−Tl

u � velocity vector, �u ,v�
uint � interfacial velocity vector
u0 � characteristic velocity

V̇micro � rate of vapor volume production from the
microlayer

�Vmicro � vapor-side control volume
Y � height of computational domain
y � vertical coordinate

Greek
� � thermal diffusivity

�T � coefficient of thermal expansion
� � liquid film thickness

�o � nonevaporating liquid film thickness
�t � thermal layer thickness
� � curvilinear coordinate
� � dimensionless temperature
 � interfacial curvature
	 � dynamic viscosity
� � kinematic viscosity
� � curvilinear coordinate
� � density
� � surface tension
� � level-set function
� � contact angle

Subscripts
0 � initial condition
c � critical
d � departure
e � earth-normal

int � interface
l � liquid

sat � saturation
sub � subcooling

v � vapor
w � wall
� � partial differentiation with respect to �
� � partial differentiation with respect to �

Superscripts
T � transpose
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Nucleate Pool Boiling Heat
Transfer of R134a and R134a-PVE
Lubricant Mixtures on Smooth
and Five Enhanced Tubes
Pool boiling heat transfer coefficients of R134a with different lubricant mass fractions for
one smooth tube and five enhanced tubes were tested at a saturation temperature of 6°C.
The lubricant used was polyvinyl ether. The lubrication mass fractions were 0.25%, 0.5%,
1.0%, 2.0%, 3.0%, 5.0%, 7.0%, and 10.0%, respectively. Within the tested heat flux
range, from 9000 W /m2 to 90,000 W /m2, the lubricant generally has a different influ-
ence on pool boiling heat transfer of these six tubes. �DOI: 10.1115/1.4001931�

Keywords: nucleate pool boiling, enhancement heat transfer, lubricant

1 Introduction
Boiling heat transfer study usually is conducted for pure me-

dium. However, generally, lubricant should be added to the refrig-
eration systems to lubricate the moving parts. A small amount of
lubricant will be carried into the refrigerant circulating system and
this small amount of lubricant will be inevitably mixed with the
refrigerant, which may influence the boiling heat transfer process.

It has been widely noticed that the lubricant influence on boil-
ing heat transfer is largely dependent on the special interaction of
a refrigerant-lubricant pair �1–5�, and for this reason, all modified
heat transfer correlations �6–8� about refrigerant and lubricant
have their own apparent defects in that it is only suitable to the

specific refrigerant-lubricant-surface pairs. No consistent agree-
ment has been reached up to the present. However, from the pre-
vious studies, some common understandings may be drawn.

First, lubricant foaming around the heating surface is some-
times beneficial to the pool boiling heat transfer. According to
Refs. �9–11�, there are three possible reasons. �1� The distance
between the wall and the interface of liquid and vapor is drawn
closer by the foam; thus, a thinner liquid film exists between the
tube’s heating surface and foam. �2� The foam provides conve-
nient conditions of secondary nucleation. �3� The foam seems to
remove the lubricant from heating surface.

Second, the influence depends on the heating surface structure.
For smooth and integral low-fin tubes, an improvement with lu-
bricant is reported several times �11–13�. There are few reports
about the heat transfer improvement with small quantities of lu-
bricant for reentrant cavity tubes �14–17�.

Third, mass fraction of lubricant is another important factor
influencing the refrigerant boiling heat transfer �4,14,16–19�. In
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general, various mass fractions of lubricant have different influ-
ences on pool boiling heat transfer, and it seems that 3% of lubri-
cant is a kind of threshold beyond which the lubricant effect will
be qualitatively different. As far as whether the effect is positive
or negative when the mass fraction is less than 3% is, in turn,
largely dependent on the heating surface structure.

Fourthly, the type of refrigerant is also a key influencing factor,
originated from different thermophysical properties, including liq-
uid viscosity �19�, surface tension, miscibility �20�, and other per-
tinent parameters.

Finally, the lubricant type is an influence factor, as well
�12,16,17,19,21,22�. Curcio and Somerscales �16� investigated
R113/3GS �specially treated naphthene base crude� pool boiling
heat transfer on structured surfaces, which showed a general de-
crease in heat transfer with lubricant mass fraction, and degrada-
tion in the performance of all surfaces happened at 10% lubricant.
The pool boiling heat transfer data of Kedzierski �4� with lubri-
cant polyol ester �POE� showed that the lubricant excess layer led
to an average enhancement of the heat flux between 5 kW /m2

and 20 kW /m2 by approximately 24% for the 0.5% lubricant
mass fraction, while both 1% and 2% lubricant mass fraction mix-
tures caused an average deterioration of about 60% in the heat
flux range between 4 kW /m2 and 20 kW /m2.

It is commonly recognized that there are three kinds of miscible
lubricant of hydro fluoro carbon �HFC� �POE, polyalkylene glycol
�PAG�, and polyvinyl ether �PVE�� that can provide good lubri-
cant return for better cooling efficiency over a wide range of tem-
peratures �23–25�. The advantages of PVE over POE are better
lubricity, no hydrolysis characteristics, better oxidation stability,
better solubility with process fluids, and better miscibility with
HFCs. In this paper, the effect of the lubricant PVE on the pool
boiling heat transfer performances of R134a is investigated, which
has not been reported in the literature so far to the authors’ knowl-
edge.

The chief objectives of this paper are twofold:

�1� Provide a more comprehensive database for the pool boil-
ing heat transfer with R134a outside six different tubes;
these six tubes include plain, integral-fin, and four en-
hanced geometries.

�2� Provide details about the performance of R134a with lubri-
cant additive of polyvinyl ether �PVE� outside the same six
enhanced tubes; seven different mass ratios of the lubricant

0.25%, 0.5%, 1.0%, 2.0%, 3.0%, 5.0%, 7.0%, and 10.0%
will be studied in this paper; the results will be compared
with other lubricants.

2 Experimental Apparatus
The experimental apparatus consists of a measurement system

and three circulating systems: circulating systems of refrigerants,
and heating and cooling water systems. A schematic figure of the
test apparatus is shown in Fig. 1.

The refrigerant circulating system includes the boiler vessel,
condenser vessel, and two ducts connecting the two vessels,
which are all made of stainless steel. The inner diameter of boiler
is 257 mm, with a length of 1100 mm. In the experiment, the
heating water is flowing through the inner side of the tube tested,
and then, it is going through the weight-time flow meter before it
returns to the water tank via a centrifugal pump.

The refrigerant is boiling outside the heating tubes, rising up-
ward to the condenser through the duct between the evaporator
and condenser. When reaching the condenser, it is condensed by
the cooling water flowing through the condensing tubes fixed in
the condenser. The heating water circulates through the tested tube
and gets back to the hot water storage tank by another centrifugal
pump.

A pressure gauge is used to measure the pressure of the boiler
vessel. The range of the measurement is 0 to 2.5 MPa and the
precision is �0.00625 MPa. The temperatures of the refrigerant in
different part of the system are measured by platinum resistance
temperature transducers �PT100�, which have a precision of
��0.15+0.002�t�� K at the test range. The difference between the
inlet and outlet water’s temperature of heating and cooling is mea-
sured by a six-junction copper-constantan thermocouple pile.
Thermocouples are used to measure the temperatures of the inlet
and outlet of heating and cooling water. The thermocouples and
thermocouple piles were calibrated against a temperature calibra-
tor that had a precision of �0.2 K. A Keithley digital voltmeter
having a resolution of 0.1 �V is used to measure the electric
potential.

The specifications of the test tubes are given in Table 1, di listed
in Table 1 is the diameter to the root of the inner original embryo
tube, and the geometries of the enhanced tubes are given in Fig. 2
in the sequence of Nos. 1–4. The properties of the lubricant, one
kind of PVE, are listed in Table 2.

Fig. 1 Schematic diagram of the experimental apparatus
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The experimental procedure is basically the same as illustrated
in Ref. �26�. For the simplicity of presentation, the details are
omitted.

3 Data Reduction and Analysis of Uncertainties
From the quantities measured, the following energy balance is

first examined:
Heating power input from heating water

�e = mecp�te,1 − te,2� �1�
Cooling power output from cooling water

�c = mccp�tc,2 − tc,1� �2�

In these two equations, te,1 and te,2 are the inlet and outlet tem-
peratures of the heating water �K�, respectively, tc,1 and tc,2 are the
inlet and outlet temperatures of the cooling water �K�, respec-
tively, cp is the specific heat capacity of water corresponding to
the mean temperature of inlet and outlet water �J/kg K�, and ṁe
and ṁc are the mass flow rates of the heating and cooling waters
�kg/s�, respectively. The properties of water are taken from Ref.
�27�.

The allowed maximum difference between these two heat trans-
fer rates was mostly within 3%. Also, the mean value of the two
heat transfer rates � was used to determine the overall heat trans-
fer coefficient of the test tube.

The overall heat transfer coefficient is determined by the fol-
lowing equation:

U =
�

Ao · �tm
�3�

where Ao is the outside area of the embryo test tube.
�tm is the log-mean temperature difference, which is defined as

follows:

�tm =
�tw,in − tw,out�

ln� ts − tw,out

ts − tw,in
� �4�

where ts is the saturation temperature of the refrigerant in the
pool, tw,in is the temperature of the inlet water, and tw,out is the
temperature of the outlet water.

The heat flux is defined as follows:

q =
�

Ao
�5�

The boiling heat transfer resistance could be separated from the
overall thermal resistance, as follows:

1

ho
=

1

U
−

Ao

Ai

1

hi
− Rf − Rw �6�

In Eq. �6�, Rf is the fouling thermal resistance. It was neglected in
the present study for that at the beginning of experiment, because
the inner and outer surfaces were cleaned using acetone solution,
the heating water used was neat enough and the running time of
the apparatus was 3 weeks at most. Rw is the thermal resistance of
the wall. Ao and Ai are the area of embryo tube’s outside and
inside surfaces. ho and hi are the outside phase change and inside
water heat transfer coefficients, respectively.

When the inside of the test tube is smooth, the heat transfer
coefficient inside could be calculated using Gnielinski equations
�28�

hip =
�

di

�f/8��Re − 1000�Pr

1 + 12.7�f/8�1/2�Pr2/3 − 1��1 + �di

L
�2/3	� Pr

Prw
�0.11

�Re = 2300 – 106, Pr = 0.6 – 105� �7�

The above mentioned thermal resistance separation method is also
called Wilson plot technique, and the principles and advantages of
the Wilson plot technique are described in detail in the literature
of Msauda and Rose �29�. If the inside surface is enhanced, the
modified Wilson technique can be used to obtain the inside heat
transfer coefficients. The basic idea of the modified Wilson plot
can be described as follows. Assuming that the heat transfer co-
efficient of the enhanced inner surface can be represented by cihip,
where hip is the heat transfer coefficient determined by the Gnie-
linski equation at the same fluid velocity and reference tempera-
ture. Then, the experiment should first be conducted to determine
the appropriate value of the coefficient ci, which represents the
enhancement of the inner surface structure. To proceed, the tem-
perature of refrigeration and the heat flux should be kept constant

Table 1 Specifications of test tubes

Tubes

Outside
diameter
do �mm�

Inside
diameter
di �mm�

Height of
outside fin

e �mm�

Outside fin
numbers
per meter

Number of
internal
starts

Inner fin
helix angle

Height of
inside fin
H �mm�

Length of
test section

L �mm�

Plain 19.09 16.41 1100
Integral-fin 19.06 16.28 1.400 786 smooth 1095
No.1 18.78 14.53 0.858 �max� 1435 20 40 0.399 1089
No.2 18.50 15.07 0.628 1561 45 40 0.398 1088
No.3 18.97 16.59 0.567 1696 45 35 0.302 1094
No.4 19.04 16.66 0.755 1761 38 35 0.350 1100

Fig. 2 Sectional view of enhanced tubes

Table 2 Properties of PVE lubricant used

Item Quantity

Dynamic viscosity at 40°C �mm2 /s� 66.6
Dynamic viscosity at 100°C �mm2 /s� 8.04
Viscosity index 84
Density �g /m3� 0.9369
Flash point �°C� 204
Pour point �°C� �37.5
Trace moisture content �parts per million� 100
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such that ho is maintained unchanged during the test. Then Eq. �6�
can be changed into

1

U
= a

1

hip
+ b �8�

where

a =
do

di

1

ci
�9�

b =
1

ho
+ Rw �10�

A group of the data should be taken by varying the in-tube water
velocity, and these data are expressed via the equation of a linear
straight line shown by Eq. �8�. By using the data regression
method, the slope a and the constant term b of the linear straight
line can be obtained; hence, the enhancement coefficient of inner
side heat transfer ci can be determined. As an illustration, Fig. 3
shows the reduced test data for the two enhanced tubes Nos. 1 and
2. All other enhanced tubes have the quantitatively same picture.
The thus determined values of ci are 1.885, 3.000, 2.761, and
2.690, respectively, for the four enhanced tubes.

An uncertainty analysis according to the literature �26,30� has
been employed to estimate the possible uncertainty of the experi-
mental data and the reduced results. The confidence level for all
measurement uncertainties are 95% except indicated individually.
The estimated uncertainties of q of the six tubes, plain, integral-
fin, and Nos. 1–4, are less than 4.7%, 5.0%, 5.7%, 5.4%, 5.2%,
and 4.3%, respectively, and that of U are 8.9%, 7.1%, 8.3%, 9.2%,
9.3%, and 6.6%, respectively. As ho was not directly measured,
the uncertainty of ho was estimated using the method suggested in
Refs. �27,30�. The estimated uncertainties are 18.2–34.3%, 28.7–
37.9%, 16.7–29.5%, 22.2–26.8%, 23.5–30.7%, and 22.4–31.7%
for the plain, integral-fin, and Nos. 1–4 tubes, respectively.

4 Results and Discussion

4.1 Reliability Validation of the Experimental Apparatus.
In order to test the reliability of the experimental apparatus, we
first compared the experimental results with correlations of Coo-
per �31� and Gorenflo �32� for R134a boiling outside the plain
tube at a saturation temperature of 6°C.

Cooper’s correlation:

ho = Cq0.67Mr
0.5Pr

m�− log Pr�−0.55 �11�
where

C = 90 W0.33/m0.66 K

m = 0.12 − 0.2 log
Rp��m

Gorenflo proposed a method using a reference heat transfer coef-
ficient for each refrigerant at the fixed reference conditions of
Pro=0.1, qo=20 kW /m2 and Rpo=0.4 �m. The reference heat
transfer coefficient hro of R134a is 4500 W /m2 K. At other con-
ditions of pressure, heat flux and roughness, the heat transfer co-
efficient is computed using the following expressions:

ho = hroFPF�q/qo�nf�Rp/Rpo�0.133 �12�
where

FPF = 1.2Pr
0.27 + 2.5Pr + � Pr

1 − Pr
�

nf = 0.9 − 0.3Pr
0.3

In the calculation, the surface roughness 
Rp��m was taken as
0.3 �m, as usually suggested of commercial tubes �31�. The rela-
tive deviation of the test results from the correlations of Cooper
and Gorenflo lies from 4.6% to 9.2% and �5.3% to 10.0%, re-
spectively. Figure 4 shows the comparison of the experimental
results with the correlation of Cooper and Gorenflo. These com-
parisons should confirm the reliability of the experimental data.

4.2 R134a Heat Transfer Coefficients of the Plain and En-
hanced Tubes. The boiling curves of the six tubes at the R134a
saturation temperature of 6°C are shown in Fig. 5. From the
figure we could observe the following features. First, the boiling
heat transfer coefficient of the smooth tube is significantly less
than that of the integral and four enhanced tubes, but the differ-
ences decrease with an increase in the heat flux. Second for both
smooth and integral-fin tubes, the heat transfer coefficients vary
with the heat flux linearly in log-log coordinates, while for the
four enhanced tubes the h�q curves are more or less bent in the
high heat flux region. Third, for the four enhanced tubes, tube No.
2 behaves best, tube Nos. 3 and 4 come next, and tube No. 1 is the
worst. This order is not corresponding to the outside fin number
per unit length. The cross section of the reentrant cavity surface
structure of tube No. 2 is almost mouth-closed compared with
tube Nos. 3 and 4, which is obviously favorable to the bubble
nucleation, leading to its highest heat transfer coefficient in not
high heat flux region.

4.3 Heat Transfer Coefficients of the Plain and Enhanced
Tubes With Different Lubricant Mass Fractions. The results
shown in Figs. 6�a�–6�f� are the pool boiling heat transfer perfor-
mances of the plain and five enhanced tubes in the form of ho

Fig. 3 Wilson plot for enhanced tube Nos.1 and 2

Fig. 4 Comparison of the experiment results with the Cooper
and Gorenflo correlation
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versus heat flux q. The parameter ranges are as follows: the lubri-
cant mass fractions are 0.25%, 0.5%, 1.0%, 2.0%, 3.0%, 5.0%,
7.0%, and 10.0%; the heat flux ranges from 9000 W /m2 to
90,000 W /m2; and the saturation temperature of R134a is 6°C.

From the figure, the major lubricant effects of each tube are
described and discussed as follows.

For the plain tube with the increment of lubricant mass fraction,
the boiling coefficient first mildly decreases �at mass fraction ra-
tios of 0.25% and 0.5%�, then increases �1%�, reaches the maxi-
mum at a lubricant mass fraction of 3%, and then gradually de-
creases with further increase in the lubricant mass fraction ratio.
With an increase in the ratio, the h�q boiling curve gradually
becomes mildly bent at higher heat flux. Also, when the ratio
increases to as large as 10%, the heat transfer coefficient drasti-
cally drops by 30–60%, and the bent of the curve at higher heat
flux is very significant.

For the integral-fin tube, the variation trends in the h�q boiling
curve are basically the same as those of the plain tube with two
major differences. First, the mass fraction ratio at which the boil-
ing heat transfer coefficient reduces include 0.25%, 0.5%, and
1%; second, the heat transfer coefficient reduction at a mass frac-
tion ratio of 10% deviates from others not so much and its bent
becomes very weak.

For the enhanced tube No. 1, the major features of the variation
trends in the plain tube still hold, with two differences. First, the
difference between the heat transfer coefficients of the pure R134a
and that of ratio 3% decreases; second, the heat transfer coeffi-
cient reduction at a mass fraction ratio of 10% becomes more
severe at lower heat flux, while the boiling curve bent at higher
heat flux becomes mild.

There is one thing in common in the variation trends in the
above three tubes: the boiling heat transfer coefficient decreases
with a minor mass fraction ratio of oil, then increases, and finally
decreases with further increase in the oil mass fraction ratio.

The enhanced tube No. 2 is very special among the six tubes
studied in that starting from about q=20 kW /m2, further increase
in the heat flux has almost no effect on the enhancement of heat
transfer. In addition, the reduction effect of oil mass fraction be-
comes severe from the oil mass fraction ratio of 5%. At a ratio of
10%, the bending of the h�q boiling curve is appreciable.

Finally, the enhanced tubes Nos. 3 and 4 have the same trends
featured by the following: �1� the boiling heat transfer coefficient
of the pure R134a is the highest, and any addition of oil will
deteriorate boiling heat transfer; �2� within the heat flux range
studied, the boiling curve �h versus q� for any oil mass fraction
ratio exhibits a mild bending; the heat transfer coefficient in-

creases with heat flux and the increasing trend gradually becomes
mild; and �3� the oil-ratio reduction becomes obvious at a mass
fraction of 5%, and becomes severe at 10%.

In order to express clearly the variation trend in the boiling heat
transfer coefficient with the oil mass fraction ratio, we proposed a
relative method, as shown in Fig. 7. In the figure, the ordinate is
the mean ratio of the boiling heat transfer coefficient of the pol-
luted refrigerant over that of pure medium, and the abscissa is the
oil mass fraction ratio. From the figure, two groups can be classi-
fied. The first group is consisted of the plain tube, integrated tube,
and enhanced tube No. 1. For the three tubes, the relative curves
show that within a certain region of the ratio, the contamination of
oil, broadly speaking, does not deteriorate boiling heat transfer;
moreover, it can enhance boiling heat transfer a bit. In the second
group, which is composed of three enhanced tubes �Nos. 2–4�, oil
contamination, generally speaking, tends to deteriorate boiling
heat transfer, and the relative curve shows almost monotonic de-
creasing trend. Such variation trend is mainly dependent on the
re-entry structure. The closer the re-entry mouth, the more obvi-
ous the monotonic decreasing �see the results of the enhanced tube
No. 2�. The mouth gaps of Nos. 3 and 4 are not so closed, so the
decreasing tendency is not so obvious as that of No. 2.

Compared with the results of the effect of other types of lubri-
cant on boiling heat transfer outside horizontal tubes in the litera-
tures, the above experimental results of the lubricant additive of
PVE have the following things in common. First, for the plain
tube, integral-fin tube, and tube No. 1 within a certain range of
mass fraction, the lubricant is beneficial to the pool boiling heat
transfer, as reported by many references �9–13�. Second, for the
enhanced tubes of the reentrant cavity, the existence of PVE lu-
bricant usually deteriorates the pool boiling heat transfer �14,17�.
Third, the 3% threshold of lubricant mass fraction also exists for
the plain tube beyond which the pool boiling heat transfer will be
drastically reduced �3,11,17�. Fourth, for any tube studied in this
paper, the oil mass fraction of 5% and further always reduce the
pool boiling heat transfer significantly �3�.

Generally speaking, the oil addition has a negligible influence
at low weight mass fractions, i.e., below 3% �3�. However, from
the point view of mechanism study, it is useful to look after all the
way of heat transfer coefficient variation with oil mass fraction
from pure refrigerant to a mass fraction of about 5–10%. In this
regard, the proposed relative heat transfer coefficient presentation
�Fig. 7� is very helpful. It gives the variation in hlub /hpur with oil
mass fraction in details. From Fig. 7, it can be clearly observed
that for the plain tube, integral-fin tube, and enhanced tube No. 1
within the minor oil mass fraction �0�1%�, the pool boiling heat
transfer is reduced a bit before it is increased with further increase
in the lubricant mass fraction. Even though this reduction is not
significant, usually around 1–3%, and not important for engineer-
ing design, it may be important for the mechanism study on the oil
mass fraction effect. Also, this has been reported in the literature
for R134a with POE lubricant by Spinder and Hahne �33�. Their
study with one smooth tube and a GEWA-B tube indicated that
pool boiling heat transfer decreased drastically even with small
amounts of lubricant �0.5%� especially for low heat flux.

Figure 8 presents the same relative curves from literatures. It
can be observed that basically two kinds of curves can be catego-
rized: up-and-down and monotonic down curves. For the single
component refrigerant boiling on smooth and integral-fin tubes
with POE lubricant, the existence of the lubricant can enhance
heat transfer within a certain range of the mass fraction �some
case up to 5%; Fig. 8�a��, while no enhancement is obtained out-
side the reentrant cavity tubes with these lubricants �Fig. 8�b��.
The relative curves for the pair of CFC-MO and 507-POE belongs
to the second one �Fig. 8�a��. It should be noted that the effect of
oil on the boiling heat transfer performance of the tested enhanced
tubes is not so severe as that presented in Ref. �33� for GEWA-B.
This may be caused by the difference in the cross section geom-

Fig. 5 Boiling heat transfer coefficients of pure R134a for six
tubes
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etry; the mouth of GEWA-B is fully closed while in our four tubes
only tube No. 2 is a bit closed �but not fully� and all other three
tubes are open.

It is interesting to note that the relative presentation method
shown in Figs. 7 and 8 is, seemingly, first in the literature for
showing the variation trend in boiling heat transfer with oil con-
centration. Such presentation method has its unique features of
simplicity, clearness, and integrity. For integrity we mean that in
Figs. 5 and 6, the percentage of heat transfer coefficient variation
with oil concentration may more or less vary with heat flux, while

in Figs. 7 and 8, the percentage is an averaged one within the heat
flux range tested. Also, it is such an averaged percentage that can
represent the effect of oil concentration on the boiling heat trans-
fer performance.

The versatile variation trends in the h�q boiling curve with oil
ratio come from many factors, and so far, there is no well-
accepted understanding in the heat transfer community. Generally
speaking, the positive or negative effect of the oil mass fraction
depends on two opposite factors. On one side �3�, the lubricant
presence in the liquid refrigerant causes local oil accumulation.

Fig. 6 Pool boiling heat transfer coefficients of R134a at a saturation temperature of 6°C with different lubrication
concentrations
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Oil-rich layers may form at the solid-liquid and liquid-vapor in-
terfaces. Especially at higher lubricant mass fraction, due to its
large viscosity and mass transfer resistance effect, the lubricant
tends to decrease the boiling heat transfer. On the other side, the
foam caused by the oil may provide some convenient conditions
of secondary nucleation, which causes some enhancements. Fur-
ther studies are highly required to examine at what condition �or
combination of conditions� the favorite or the unfavorite factor
will be predominant.

5 Conclusions
The pool boiling heat transfer coefficients of one smooth and

five enhanced tubes were measured for R134a mixed with one
new type refrigerant-lubricant �PVE�. The oil mass fraction varies
from 0.25% to 10 %, and the surface heat flux from 9000 W /m2

to 90,000 W /m2. The following conclusions can be drawn:

�1� From all three enhanced tubes with re-entry cavity, the per-
formances of tube No. 2 �whose mouth gap of twigs are
almost closed� is the best at not high heat flux, and Nos. 3
and 4 are better than No. 2 �whose mouth gap of twigs are
quite wide� for heat flux greater than 40 W /m2.

�2� It is found that for the lubricant PVE, the following things
are in common with the other lubricants when the effect of
its mass fraction on the pool boiling heat transfer is con-
cerned:

�a� For the plain tube, integral-fin tube, and enhanced tube
No. 1 within a certain range of mass fraction, the lubri-
cant is beneficial to the pool boiling heat transfer.

�b� For the enhanced tubes of the reentrant cavity, the exis-
tence of the PVE lubricant always deteriorates the pool
boiling heat transfer.

�c� The 3% threshold of lubricant mass fraction also exists
for the plain tube beyond which the pool boiling heat
transfer will be drastically reduced.

�d� The oil mass fraction of 5% and further always reduce
the pool boiling heat transfer significantly.

�e� For the plain tube, integral-fin tube, and tube No. 1
within the minor oil mass fraction �0�1%�, the pool
boiling heat transfer is reduced a bit before it is apprecia-
bly increased with further increase in the lubricant mass
fraction.

�3� To present the oil mass fraction effect on the pool boiling
heat transfer performance, a relative heat transfer presenta-
tion method is proposed in which the heat transfer coeffi-
cient of the contaminated medium over that of pure me-

dium is the ordinate and mass fraction serves as the
abscissa. Such presentation can show the oil mass fraction
effect very clearly.
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Nomenclature
A � area �m2�
ci � enhanced ratio of the inside heat transfer

coefficient
cp � specific heat capacity �J kg−1 K−1�
C � coefficient of the Cooper correlation
d � diameter of the tube �mm�
e � height of the outside fin �mm�
f � drag coefficient

FPF � pressure correction factor in Gorenflo’s
correlation

h � heat transfer coefficients �W m−2 K−1�
hro � reference heat transfer coefficient in Gorenflo’s

correlation �W m−2 K−1�

Fig. 8 Variation in the relative boiling heat transfer coefficient
of lubricant-mixed refrigerant reported in literatures

Fig. 7 Variation in the relative boiling heat transfer coefficient
of lubricant-mixed refrigerant
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H � height of the inside fin �mm�
U � overall heat transfer coefficients �W m−2 K−1�
L � tube’s tested length �m�
m � mass flow rate �kg s−1�; coefficient in Cooper’s

correlation
Mr � molecular weight of the refrigerant
nf � coefficient in Gorenflo’s correlation
Pr � Prandtl number in Gnielinski’s correlation
Pr � reduced pressure in Cooper and Gorenflo’s

correlation
Pro � reduced pressure in fixed reference condition

of Gorenflo’s correlation
q � heat flux �W m−2�

qo � fixed reference heat flux in Gorenflo’s correla-
tion �W m−2�

Re � Reynolds number
Rf � thermal resistance of foul �m2 K W−1�
Rp � average surface roughness of smooth tube �m�

Rpo � fixed reference surface roughness in Gorenflo’s
correlation ��m�

Rw � thermal resistance of tube wall �m2 K W−1�
t � temperature �°C�

Greek Alphabet
� � heat transfer rate �W�
� � thermal conductivity �W m−1 K−1�

�tm � logarithmic mean temperature difference °C

Subscripts
c � condensing
e � evaporating
i � inside of tube

in � inlet of tube
ip � inside of the plain tube
o � outside of tube

out � outlet of tube
s � saturation

w � wall
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Poiseuille Flow of Reactive
Phan–Thien–Tanner Liquids in 1D
Channel Flow
We investigate, using direct numerical simulations, the effects of viscoelasticity on pres-
sure driven flows of thermally decomposable liquids in channels. A numerical algorithm
based on the finite difference method is implemented in time and space with the Phan–
Thien–Tanner as the model for the viscoelastic liquids. The strong dependence of fluid
temperature on the Frank–Kamenetskii parameter is shown for various fluid types and
the phenomenon of thermal runaway is demonstrated. It is shown that viscoelastic fluids
have in general delayed susceptibility to thermal runaway as compared with correspond-
ing inelastic fluids. This paper demonstrates the efficiency of using semi-implicit finite
difference schemes in solving transient problems of coupled nonlinear systems. It also
provides an understanding of nonisothermal flows of viscoelastic fluids.
�DOI: 10.1115/1.4002094�

1 Introduction
Investigations of heat transfer in fluid flow have mostly been

conducted for Newtonian fluids �1–9�. Similar investigations of
boundary layer type flows involving inelastic non-Newtonian flu-
ids have been conducted, see, for example, Ref. �10�. Temperature
dependent flows of viscoelastic fluids have been largely limited by
the slow development of the relevant universally accepted noniso-
thermal constitutive models �11–15�.

The question of whether solutions of partial differential equa-
tions exist globally in time or develop singularities in finite-time
remains a focus of attention in the scientific community. The fact
that problems of industrial and engineering significance are gov-
erned by these equations makes the discussion all the more im-
portant. For a comprehensive overview of the typical examples
where finite-time blow-up, or at least very rapid growth, occurs in
mechanical systems and, in particular, those of thermal-fluid me-
chanics refer to Ref. �16�. In chemical kinetics, such finite-time
blow-up of physical temperatures is commonly referred to as ther-
mal runaway and is closely connected with the so-called Ka-
menetskii parameter, named after the pioneering work of Frank–
Kamenetskii �17�. Experimental investigations and evidence of
the thermal runaway problem are provided, for example, in Ref.
�3�.

The need to understand and control such phenomena as thermal
runaway provides the impetus for investigations like the one con-
sidered in this work. A similar investigation for reactive lubricants
subjected to shear flow was carried out in Ref. �18� where it was
demonstrated that viscoelastic Oldroyd-B liquids can withstand
higher values of the Frank–Kamenetskii parameter without under-
going thermal runaway as opposed to �inelastic� Newtonian lubri-
cants. For the case of Poiseuille flow in cylindrical pipes, Makinde
�2� investigated the steady state one dimensional flow of reactive
Newtonian fluids with temperature dependent viscosity. He �2�
cited as his primary motivation the pipeline transport of petroleum
products in petrochemical industries. However, since most such
petroleum products tend to be viscoelastic liquids by nature, it is
the objective of this paper to extend the results of Makinde �2� to
include such viscoelastic considerations. Also, since the question
of global existence of solutions in time is critical to these types of
investigations, we found it necessary to also extend the work to

the transient regime; this also helps us capture such time depen-
dent phenomena such as thermal runaway. As in Ref. �2�, chemi-
cally reacting flows have been considered mostly using Newton-
ian fluids and the literature on related viscoelastic investigations is
quite sparse. For a comprehensive overview of non-Newtonian
flows in general and viscoelastic fluid phenomena, in particular,
we refer to the excellent treatises �19,20�.

As is the commonly accepted approach, see Refs. �7,21,22�, we
model thermal decomposition of the reactive fluids via Arrhenius
kinetics. Following, say, Ref. �7�, we will neglect the effects of
reactant consumption and thus assume constant fluid concentra-
tion. To model the viscoelastic fluids, we will use the PTT consti-
tutive equations with provisions for thermodynamics �12,23�.

In Sec. 2, we present the model problem and its governing
equations and then proceed to develop the numerical algorithm
that we will employ to solve the set of equations. We provide and
discuss the graphical results in Secs. 3 and 4 and concluding re-
marks follow in Sec. 5.

2 Mathematical Modeling
Figure 1 is a sketch of the model problem. The original flow is

confined to a two-dimensional channel of width L�. The flow is
driven by a constant pressure gradient dp� /dx�=−G� and we as-
sume no slip conditions at the walls y�=0,L�. The walls are main-
tained at the same constant temperature TB

� and we also assume
that the fluid is initially at this uniform temperature, T�=TB

� �0
for time t��0. We use zero initial velocity and stresses as the
initial conditions for the velocity and extra stress components.

The specific heat capacity, density, and thermal conductivity of
the fluid will be taken as constant and denoted by cp

�, ��, and ��,
respectively. Viscosities and relaxation times tend to be more sus-
ceptible to temperature variations and so these will be assumed
temperature dependent. We employ a WLF model for the tempera-
ture dependency of polymer viscosity ��p

�� and relaxation time
����; for more details, we refer the reader to Ref. �23�. We will
denote the total viscosity by ��T��=�s�T��+�p�T��, where �s

� is
the solvent viscosity.

The fluid system is governed by the continuity �1�, momentum
�2�, and energy equations �3� for incompressible PTT fluids:

�� · u� = 0 �1�

��
D

Dt�
u� = �� · �− p�I= + �s�T��S=� + �=�� �2�
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��cp
� D

Dt�
T� = ����2T� + ���=�:S=�� + �1 − ��

Tr��=��
2��T��

+ Q�A�C�

	exp�−
E�

R�T�� �3�

where the notation D /Dt�
ª� /�t�+u� ·�� represents the material

derivative, ��=� /�x�+� /�y� is the gradient operator, S=�= ���u�

+ ���u��T� is the deformation rate tensor, and the extra stress ten-
sor, �=�, is modeled by the nonisothermal Phan–Thien–Tanner
�PTT� constitutive equation:

�=� + ��T����=�
�

+



�p�T��
Tr��=���=� − �=�

D

Dt�
ln�T�/TB

��� = �p�T��S=�

�4�

where the parameter 
 determines the elongational behavior of

PTT model �11�. The upper convected time derivative �=�
�

reads

�=�
�

=
��=�

�t�
+ �u� · ����=� − ���u���=� − �=����u��T

In the energy equation �3�, the parameter � signifies the ability
of viscoelastic fluids to store energy due to their elastic behavior
�12,23�. In particular, 0���1, where �=0 corresponds to the
case of pure energy elasticity and �=1 corresponds to pure en-
tropy elasticity. The colon � : � denotes the double dot product of
two tensors. The last term in Eq. �3� is the source term due to
chemical reactions. Here, Q� is the heat release due to the exo-
thermic reaction, A� is the Arrhenius prefactor, C� is the residue
concentration, E� is the activation energy, and R� is the gas con-
stant, see, for example, Refs. �7,22�.

As in Refs. �12,23�, we use a Williams-Landel-Ferry �WLF�
model for the temperature dependence of the polymer viscosities
and relaxation times and a Nahme-type law to model solvent vis-
cosities:

��T�� = ��TB�� exp�−
c1�T� − TB

��/TB
�

c2 + �T� − TB
��/TB

� �
�p�T�� = �p�TB�� exp�−

c1�T� − TB
��/TB

�

c2 + �T� − TB
��/TB

� � �5�

�s�T�� = �s�TB��exp�− 
�T� − TB
��/TB

��

where the constants �B
� , �sB

� , and �pB

� are the dimensional reference
quantities, 
 is a dimensionless quantity depending on the fluid,
and the parameters c1 and c2 are, respectively, assigned the values
15 and 50 corresponding to the case where TB

� is close to the glass
transition temperature and hence the polymer viscosity and relax-
ation times are strongly temperature dependent.

Defining a characteristic velocity U0
�, say, the centerline veloc-

ity for the steady fully developed Poiseuille flow, leads to the
dimensionless parameters:

Re =
��U0

�L�

�B
�

, We =
�B

�U0
�

L�
, Pr =

cp��B
�

��
, � =

R�TB
�

E�

� =
�pB

�

�B
�

, 1 =
Q�A�E�C�L�2

��R�TB
�2 exp�−

1

�
�, Br =

�B
�U0

�2

��TB
�

�6�

Here Re, We, Pr, and Br are, respectively, the Reynolds, Weis-
senberg, Prandtl, and Brinkman numbers. � is an activation en-
ergy parameter and � is the ratio of the polymer to the total
viscosity. The reaction parameter, 1 �also called the Frank–
Kamenetskii parameter�, is described, say, in Refs. �7,17,21,22�.
We introduce the following dimensionless variables:

t =
U0

�

L�
t�, y =

y�

L�
, u =

u�

U0
�
, �̄�T� =

��T��

�B
�

, ��T� =
��T��

�B
�

p =
p�

��U0
�2 , T =

�T� − TB
��

�TB
�

, �
=

=
L�

�B
�U0

�
�=�, S= =

L�

U0
�
S=�,

� = L��� �7�

The dimensionless governing equations for the velocity u, tem-
perature T, and extra stress components �= are then

Re
Du

Dt
= − Re � p + � · ��= + �1 − ���sS= � �8�

Re Pr
DT

Dt
= �2T + Br����=:S= � + �1 − ��

Tr��=�

2 We �̄
�

+ 1 exp� T

1 + �T
� �9�

�= + We �̄�=
�

+ �

We

�
Tr��=� − We �̄

D

Dt
ln��T + 1���= = ��pS=

�10�
The dimensionless viscosity and relaxation times, respectively,

now read:

�p�T� = exp�−
�c1T

c2 + �T
�, �s�T� = exp�− 
�T�

�̄�T� = exp�−
�c1T

c2 + �T
�

The relevant boundary conditions are now T�0�=T�1�=0 and
u�0�=u�1�=0. The initial condition for the fluid temperature is
T=0 and as mentioned earlier, the initial conditions for the veloc-
ity and extra stress components are taken as zero initial velocity
and stresses.

2.1 Numerical Algorithm. Our numerical algorithm is based
on the semi-implicit finite difference scheme given in Ref. �24� for
the isothermal viscoelastic case. We extend the algorithm to the
temperature equation and take the implicit terms at the intermedi-
ate time level �n+�� where 0���1. The algorithm employed in
Ref. �18� uses �=1 /2; we will, however, follow the method in
Ref. �24� and thus take �=1 in this paper. The discretization of the
governing equations is based on a linear Cartesian mesh and uni-
form grid on which finite-differences are taken. We approximate
both the second and first spatial derivatives with second-order
central differences. The equations corresponding to the first and
last grid points are modified to incorporate the boundary condi-
tions. The semi-implicit scheme for the velocity component reads

Re
u�n+1� − u�n�

�t
= Re G +

�

�y
��12

�n�� + �1 − ����s
�n�uyy

�n+�� + uy
�n��sy

�n��

�11�

�
�

�
�
�

�
�

�

reactive viscoelastic fluid

�

�

y∗

x∗
y∗ = 0

y∗ = L∗

�

�

Fig. 1 Schematics of the model problem
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Here G=1 denotes the constant pressure gradient in the
x-direction and, as in the Crank–Nicolson scheme, terms given at
�n+�� are taken as the weighted averages of the corresponding
terms at �n+1� and n:

u�n+�� = �u�n+1� + �1 − ��u�n�

The equation for u�n+1� then becomes

− r1uj−1
�n+1� + �Re + 2r1�uj

�n+1� − r1uj+1
�n+1� = explicit terms �12�

where r1=r�1−�����n� and r=�t / ��y�2. The solution procedure
for u�n+1� thus reduces to the inversion of tridiagonal matrices,
which is an advantage over a full implicit scheme. The semi-
implicit integration scheme for the temperature equation is similar
to that for the velocity component. Unmixed second partial de-
rivatives of the temperature are treated implicitly:

Re Pr
T�n+1� − T�n�

�t
= Tyy

�n+�� + 1 exp� T

1 + �T
��n�

+ Br�2�uy�12 + �1

− ��
Tr��=�

2 We �̄
��n�

�13�

If we define, Pe=Re Pr and r2=�r, the equation for T�n+1� then
becomes

− r2Tj−1
�n+1� + �Pe + 2r2�Tj

�n+1� − r2Tj+1
�n+1� = explicit terms �14�

and the solution procedure reduces to inversion of a constant tridi-
agonal matrix. The constitutive equation �10� is treated with an
analogous semi-implicit integration scheme. The terms that in-
volve spatial derivatives of the extra stress tensor �which, how-
ever, identically vanish in this 1D case� are taken implicitly, as is
the linear term in �= :

We �̄�n�� �= �n+1� − �= �n�

�t
� + �= �n+�� = explicit terms

The equations for the stresses, �11
�n+1�, �12

�n+1�, and �22
�n+1� are thus

of the form

�We �̄�n� + ��t��= �n+1� = explicit terms �15�
The solution procedure is even simpler as it simply entails the
direct calculation of the explicit terms. The schemes �12�, �14�,
and �15� were checked for consistency and it was shown that Eqs.
�12�, �14�, and �15� are second-order accurate in space and first-
order accurate in time.

3 Results

3.1 Purely Viscous Liquids. By taking zero extra stresses
��==0� and making a slight alteration to the resulting temperature
equation �9�:

Re Pr
DT

Dt
= �2T + �s Br S= :S= + 1 exp� T

1 + �T
�

we recover the case of a purely viscous Newtonian fluid, albeit for
variable �temperature dependent� viscosity.

Figure 2 shows the variation of the fluid temperature, velocity,
normal stress difference �N1=�11−�22�, shear stress �12, and diag-
onal stress components �11, �22 with y. The parameter values used
in Fig. 2 are �=We=�=0, t=100, 1=0.3, �=1, Re=10−4, Pr
=106, Br=1, �y=0.02, and �t=0.001. The notation �=0 �and/or
We=0� in this work should be interpreted as a Newtonian fluid.
We recover the expected parabolic velocity profile and tempera-
ture profiles and the predictable zero elastic stress field. At the
given parameter values, the maximum temperature is Tmax
=0.0619 and the maximum velocity is umax=0.2608. For all com-
putations that will follow, the results obtained at time t=100 are
deep in the convergence zone and practically represent steady
state solutions. In fact, the code shows convergence in both space
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Fig. 2 Newtonian results with zero initial conditions
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and time. In this case, the maximum temperature has converged to
Tmax=0.0619 for several mesh sizes and time steps.

3.2 Viscoelastic Effects. If we adjust the parameter values of
Fig. 2 to �=0.5, �=0.2, and We=0.4 that leads to reduced maxi-
mum temperatures and velocities, we now have Tmax=0.0454 and
vmax=0.2580.

Figure 3 shows, as expected, that the diagonal stress component
remains fixed at zero and that the first and second normal stress
differences are non-negative and nonpositive, respectively. The
observed reduction in fluid temperature when using the viscoelas-
tic fluid as compared with the Newtonian fluid shows that fluid
elasticity can be used to control the growth of fluid temperature
and hence delays possible blow-up phenomena such as thermal
runaway.

4 Thermal Runaway
Since an increase in the Frank–Kamenetskii parameter �1�

would correspondingly increase the strength of the source terms in
the temperature equation, it follows that the fluid temperature
should increase with increase in 1.

The profiles depicted in Fig. 4 were obtained using the param-
eter values t=20, �=1, Re=10−4, Pr=106, Br=1, �=0.5, �=0.2,
We=0.2, �y=0.02, and �t=0.001. As described earlier, we now
show that fluid elasticity can be used to reduce the growth of fluid
temperature with increasing reaction parameter.

In Fig. 5, we used t=20, 1=0.1, �=1, Re=10−4, Pr=106, Br
=1, �=0.5, �=0.2, We=0.4, �y=0.02, and �t=0.001.

In fact, increased fluid elasticity progressively lowers the fluid
maximum attainable temperature, albeit only by infinitesimal
magnitudes, as shown in Fig. 6.

The results of Fig. 6 were obtained using the same parameter
values as those of Fig. 5.

The long term behavior of the fluid maximum temperature with
respect to higher values of either 1 or time is not directly obvi-

ous. There could be blow-up of the solution �thermal runaway� if
1 exceeds certain threshold values as is demonstrated, say, in
Refs. �7,18,22� and in related works cited therein. In Ref. �18�,
maximum temperatures were recorded at finite-time convergence
for each value of the reaction parameter until a threshold value of
the reaction parameter was reached at which blow-up of the tem-
perature was observed. The results for current work are qualita-
tively similar to those displayed in Ref. �18� and will not be re-
peated here. In particular, the threshold value of 1 is increased
when we use increasingly polymeric liquids. The conclusions are
also similar and relate to the ability of viscoelastic fluid to store
energy due to their elastic character. Thus while Newtonian fluids
would dissipate all the mechanical energy as heat, viscoelastic
fluids on the other hand will partially dissipate some of the energy
and store some. We conclude by displaying the difference in tem-
perature between the cases of pure entropy elasticity and pure
energy elasticity.

In Fig. 5, we used t=100, 1=0.1, �=1, Re=10−4, Pr=106,
Br=1, �=0.2, We=0.4, �y=0.02, and �t=0.001. The maximum
temperatures corresponding to the profiles of Fig. 7 are recorded
in Table 1.

Taking a base temperature of, say, TB
� =100°C, the maximum

physical temperature at the channel centerline for the extreme
cases of pure energy elasticity and pure entropy elasticity are
101.68°C and 102.12°C, respectively, a difference of less than
1°C. A similar conclusion regarding the temperature difference
between these two cases is reported in Ref. �12� for the noniso-
thermal flow of a PTT fluid around a cylinder. A Newtonian fluid
at these parameter values leads a maximum temperature of
103.46°C. Figure 8 shows a similar computation at a higher re-
action parameter, 1=4; all other parameter values are the same as
for Fig. 7.

The maximum temperature for the Newtonian fluid is 0.7815
and the maximum temperatures for the PTT fluid are recorded in
Table 2 for various values of �.
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Fig. 3 Viscoelastic results
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If we again take a base temperature of, say, TB
� =100°C, the

maximum physical temperature at the channel centerline for the
extreme cases of pure energy elasticity and pure entropy elasticity
are 173.71°C and 175.08°C, respectively. The Newtonian fluid in
this case gives a higher maximum temperature of 178.15°C.

5 Conclusion

We investigate the effect of viscoelasticity on the temperature
in one dimensional Poiseuille flow of a reactive PTT fluid under
Arrhenius kinetics. We demonstrate both a decrease in attainable
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Table 1 Maximum temperatures for various choices of �

� 0.0 0.2 0.4 0.8 1.0
Tmax 0.0168 0.0177 0.0185 0.0203 0.0212

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45
0.0159

0.016

0.016

0.016

0.016

0.016

0.0161

0.0161

0.0161

0.0161

0.0161

We

T
m

ax

Fig. 6 Variation of maximum temperature with We
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Fig. 7 Temperature profiles for cases ranging from pure entropy to pure energy elasticity
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fluid temperatures and a delay of the thermal runaway phenom-
enon with increasing fluid elasticity. Hence we have effectively
demonstrated the potential of using viscoelastic fluids in control-
ling the increase of temperature in processes that involve ther-
mally reactive channel flow. We have also checked our code for
both temporal and spatial convergence.
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Simple Models for Laminar
Thermally Developing Slug Flow
in Noncircular Ducts and
Channels
Solutions to the classical Graetz slug flow problem (uniform velocity distribution) in
noncircular ducts are examined. These solutions have applications where a constant
uniform velocity distribution exists across a channel or duct. These are most often real-
ized in the laminar flow of low Prandtl number liquids, such as liquid metals, and low
Reynolds number flows through porous media. Expressions are developed for a number of
applications using the asymptotic correlation method of Churchill and Usagi. These
expressions vary depending on the definition used for the dimensionless heat transfer
coefficient, in the case of constant wall temperature boundary condition (T), and the
dimensionless wall temperature for the constant flux boundary conditions (H) and (H1).
Finally, simple expressions are developed for predicting the thermal entrance length and
fully developed flow Nu values for noncircular ducts. �DOI: 10.1115/1.4002095�

Keywords: Graetz flow, plug flow, slug flow, heat transfer coefficient, laminar flow, heat
exchangers, heat sinks, porous media, modeling

1 Introduction
Forced convection in slug flows has received considerable at-

tention in the past as a topic of fundamental study �1–7�, in part,
due to the ease of analytic solution for many problems by analogy
with transient conduction. More recently, these solutions have also
found applications in liquid and gas flows through porous media
�6,8� since on a macroscopic scale, the velocity distribution may
be considered flat or uniform with respect to the thermal boundary
layer characteristics if the porous media is viewed as a gray me-
dium �6�, i.e., one lacking in microscopic detail. More recently, it
has been shown that plug flow heat transfer characteristics arise in
discrete flows of liquid droplets at large Peclet numbers �9–11�.
The present authors have also found plug flow heat transfer char-
acteristics in segmented liquid flows �12,13�. As a result of this
recent research activity in published literature, there is a need for
simple models, which predict the classic Graetz slug/plug flow
heat transfer characteristics in channels of noncircular geometries
that are found in practical applications.

In contemporary thermal design, where microchannel and min-
ichannel based systems are frequently proposed, these solutions
will assist in the thermal characterization of these devices, which
utilize either liquid metals, segmented liquid-gas and liquid-liquid
flow, and designed porous media. Furthermore, given that micro-/
minichannel shape can vary from the ideal of tube or channel
shapes, extension of the classic solutions, such that they may be
applied to other less ideal noncircular geometries, is of practical
significance.

The present paper re-examines a number of solutions for classic
Graetz slug flow, i.e., those problems where no velocity gradient
is present in the convective fluid stream. This system, shown in
Fig. 1, has been characteristically referred to as slug flow or plug
flow with plug flow more appropriately describing the fluid me-
dium moving as a solid in the duct or channel. A number of
solutions are considered: these include the plane channel, circular

tube, rectangular duct, and polygonal ducts. Simple models are
proposed for simplifying the prediction of mean heat flux or local
wall temperature.

Many of the widely available results are found in the various
compendiums �1,2�, and heat transfer texts �3–7�, in addition to
several older journal papers. These results will be partly reviewed
in order to illustrate the common characteristics required for de-
veloping simple models.

2 Problem Statement
The class of internal flow heat transfer problems, which have

come to be known as Graetz or Graetz–Nusselt problems, involve
solving the energy equation for either fully developed Poiseuille
flow or for a uniform velocity distribution.

w

�

�T

�z
= �2T �1�

with a constant inlet temperature at z=0 and either a constant wall
temperature Tw at the duct periphery, or a constant heat flux qw at
the duct periphery. Along the axis of the duct or channel, an adia-
batic symmetry condition is prescribed. A number of solutions to
these problems for various configurations and boundary condi-
tions are widely available in handbooks with a few exceptions.
This paper considers the classic slug flow condition where w=U
is constant throughout the cross-section. The slug flow problem
has an analog solution in transient conduction when the time vari-
able is transformed using t=z /U. Hence, solutions for both iso-
thermal and isoflux boundary conditions are easily obtained in
simple geometries such as the tube, channel and flat plate �6�.

We will consider three geometries in detail: the one dimen-
sional channel, the tube, and the rectangular duct before consid-
ering more complex duct shapes. In these systems much can be
learned by considering the heat transfer scales and asymptotic
characteristics.

Given the solution for the temperature field in a duct or channel
flow we strive to relate the local heat transfer rate to the local wall
to fluid temperature difference. We may define this wall to fluid
temperature difference in a number of different ways. These in-
clude
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• wall to Inlet Tw−Ti
• wall to bulk mean Tw−Tm

The correct choice should be based on the application. For ex-
ample, in single fluid problems, such as heat sinks, the best and
easiest approach is to use the wall to inlet temperature difference.
However, in two fluid problems such as heat exchangers, the bet-
ter choice is most often the wall to bulk temperature difference.
The most frequently used form for defining the local heat transfer
coefficient in an internal flow has traditionally been in terms of
the bulk temperature Tm=Tm�z� where

Tm =

�� �cpwTdA

�� �cpwdA

�2�

The local heat flux qz is often related to a local heat transfer
coefficient hz by means of some defined characteristic temperature
difference in the local flow

qz = hz�Tw − Tm� �3�

where Tw−Tm is the local wall to bulk temperature difference. In
a duct where the prescribed wall temperature remains constant,
the heat flux varies due to changes in the bulk temperature. In a
duct where the prescribed wall flux remains constant, the wall
temperature varies. In this case the above equation is written as

qw = hz�Tw,z − Tm� �4�

and is utilized for determining the local wall temperature Tw,z.
We may define a dimensionless local or mean heat transfer

coefficient or Nusselt number for the two special cases of constant
wall temperature and constant wall heat flux. These will be treated
separately.

If the duct wall is maintained at a uniform constant temperature
Tw, then we define

NuL =
qzL

k�Tw − Tm�
�5�

which is based on the wall to bulk mean fluid temperature, where
L is an arbitrary length scale related to the channel geometry.
Traditionally, the hydraulic diameter is utilized, i.e., L=4A / P
while more recently �14,15�, L=�A has been utilized with great
success in correlating internal flow data.

Alternatively, we could also define

NuL =
qzL

k�Tw − Ti�
�6�

which is based on the more natural wall to inlet fluid temperature
difference. This definition proves useful in the boundary layer
region for developing asymptotic solutions where the bulk tem-
perature scales to the inlet fluid temperature, i.e., Tm�Ti when the
thermal boundary layer is thin. Both forms will be examined, as
each has its advantages and disadvantages. If a mean Nusselt
number is desired, then we must integrate along the duct length
�provided that L is independent of the flow length�.

NuL =
1

L�0

L

NuLdz �7�

The above approach is only useful when the Nusselt number is of
the form of Eq. �6�. Often it is easier to use simple heat exchanger
theory �7� for an isothermal wall to obtain mean Nusselt numbers,
which are defined in terms of the wall to bulk temperature differ-
ence. This leads to

NuDh
=

1

4L� ln� 1

�m
	 �8�

where

�m =
Tm − Tw

Ti − Tw
�9�

when L=Dh is used as a length scale. The group L�=L /DhPeDh
is

the dimensionless thermal duct length or inverse Graetz number.
However, caution must be exercised when using so called mean

heat transfer coefficients in internal flow applications, as the ap-
propriate mean temperature difference must be used. In the case of
h defined on the basis of wall to bulk fluid temperature difference,
this requires the use of the log mean temperature difference

�Tlm =
�Tw − Ti� − �Tw − To�

ln
Tw − Ti

Tw − To

�10�

where To is the outlet bulk temperature, such that

Q = hA�Tlm �11�

or in other words, the mean Nusselt number is then defined as

NuL =
qL

k�Tlm
�12�

where q=Q /A is the average heat flux.
In the case of a Nusselt defined on the basis of the wall to inlet

temperature difference, this still requires the use of �Tw−Ti�. As
such, in the case of single fluid systems such as heat sinks, it is
more convenient to designate the dimensionless mean wall flux
simply as

q� =
qL

k�Tw − Ti�
�13�

since, in these applications, it is the total heat transfer rate related
to the wall temperature and duct geometry, which is of interest,
not the heat transfer coefficient. This also avoids confusion related
to which temperature difference should be used. The definition
provided using Eq. �13� can be related to the definition of Eq. �8�
by means of

q� =
1

4L� �1 − exp�− 4NuDh
L��� �14�

when L=Dh.
Examination of Eqs. �12� and �13� show that two immediate

issues are raised. First, in the wall to bulk specification of tem-
perature difference, the log mean temperature difference is re-
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Fig. 1 „a… Graetz slug flow in an arbitrary shaped channel or
duct and „b… corresponding thermal boundary layer
development
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quired to obtain the mean heat transfer rate. While the Nusselt
number is constant in the fully developed region, the log mean
temperature difference decreases with increasing duct length,
leading to effectively zero mean heat transfer rate in a very long
duct. Second, in the wall to inlet temperature specification while
the temperature difference is constant, the mean heat transfer rate
approaches zero as a result of an increase in L�, i.e., Eq. �14�,
shows q�→0 as L�→�. The two formulations lead to the same
result, but the latter is more physical and more natural when only
one fluid is being considered. We will examine the merits of both
definitions later when thermally developing and fully developed
slug flows are considered in detail.

In other applications where electric resistance heating is used
and/or we have a low conductivity duct wall, it may be more
realistic to assume a constant heat flux boundary condition. If we
maintain a constant flux at the wall qw, then we may define a
Nusselt number as follows:

NuL =
qwL

k�Tw,z − Tm�
�15�

or alternatively as

NuL =
qwL

k�Tw,z − Ti�
�16�

in the thermal boundary layer region, where Tm�Ti.
It is clear that if a uniform constant heat flux is specified, then

the local Nusselt number is utilized for the purpose of predicting
the wall to bulk fluid temperature rise or the wall temperature
distribution once Tm is known. Thus, given an expression for the
relationship of Nu as a function of dimensionless duct position z�,
one can easily obtain the local wall or wall to bulk temperature
difference. In this regard, in single fluid heat exchange systems,
where the wall temperature is the parameter of interest, it is more
appropriate to consider a dimensionless wall temperature in place
of Eq. �16� defined as

�Tw
� =

�Tw,z − Ti�k
qwL

�17�

since the principal solution variable of interest will be the local
axial temperature field. This is also the more natural approach
when one examines the exact solutions.

Frequently, sources of Nu data and models report a mean Nus-
selt for the constant flux wall condition defined using Eq. �7�. In
these cases, the mean heat transfer coefficient is utilized to find
the mean wall to bulk temperature difference, which is not as
easily defined in the manner of Eq. �10�, see Ref. �1�. This ap-
proach is only useful in the boundary layer or thermal entrance
region where the wall to bulk temperature difference varies, since
in a fully developed flow, Tw,z−Tm becomes constant.

The formulations involving Eq. �13� and Eq. �17� will prove
much more useful in the analysis of single fluid systems since the
parameter of interest is defined explicitly in the nondimensional
formulation. Concepts, which are lost by the traditional hL /k in-
terpretation of the Nusselt number.

3 Scaling Analysis
The use of scaling analysis on Eq. �1� proves useful in deter-

mining the correct forms of the dimensionless heat transfer coef-
ficient regardless of channel shape and for the development of
simple models. The energy equation represents a balance between
transverse conduction and axial convection, i.e.,

�cpV · �T

convection

= k�2T

conduction �18�
We begin by considering thermally and hydrodynamically fully
developed flow in a noncircular duct of constant cross-section. We
write the left hand side of Eq. �19� as

�cpV · �T � �cpw
�Tm − Ti�

L
�19�

where Tm is the mean axial bulk flow temperature at any point and
Ti is the inlet temperature.

Next considering an enthalpy balance on the duct, we write

q̄PL = ṁcp�Tm − Ti� = ṁcp�Tw − Ti� �20�

since Tm�Tw for very long ducts, where Tw is the constant wall
temperature. Using the above relationship in Eq. �19� we obtain
the following result:

�cpV · �T �
q̄P

A
�21�

The energy equation, Eq. �18� for fully developed flow now scales
according to

q̄P

A
� k

�Tw − Tm�
L2 �22�

where L represents a characteristic transversal length scale of the
duct cross-section. Rearranging Eq. �22�, we obtain the following
result for the Nusselt number:

NuL =
q̄L

k�Tw − Tm�
�

A

PL
= B1 �23�

which is a constant and only a function of geometry. This result is
valid for both parabolic or uniform velocity distributions, and con-
stant wall temperature or constant wall flux, and is also consistent
with analytic results.

In the case of the thermal boundary layer, we now consider the
case when the thermal boundary layer is much thicker than the
hydrodynamic boundary layer, i.e., ���, such that V�U, and
the energy equation scales according to

�cpU
�Tw − Ti�

L
� k

�Tw − Ti�
�2 �24�

which gives

�

L
�

1
�PeL

�25�

Next, considering the heat transfer coefficient, which scales ac-
cording to

h�Tw − Ti� �
k�Tw − Ti�

�
�26�

or

h �
k

�
�27�

and thus Nusselt number becomes

NuL �
1

�L�
=

B2

�L�
�28�

where

L� =
L/L
PeL

�29�

Equations �23� and �28� are universal results, which allow the
results for any channel geometry to be modeled simply as a func-
tion of these two limits. Simple universal models based on these
results will be proposed in a later section.

4 Asymptotic Limits
The Graetz slug flow problem for either constant wall boundary

condition or constant heat flux boundary condition contains
simple asymptotic behavior that allows the problem to be easily

Journal of Heat Transfer NOVEMBER 2010, Vol. 132 / 111702-3

Downloaded 05 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



modeled rather than using the exact eigenvalue series solutions or
tabulated data. We consider both the boundary layer region and
fully developed flow limit.

4.1 Flat Plate Limit. In the short duct limit, the thermal
boundary layer characteristics of slug flows approach those for a
flat plate with Pr→0. This problem has an analogy to the problem
of transient heat conduction into a semi-infinite domain. Solutions
for the heat transfer rate are readily available, i.e., Bejan �6�. For
a given boundary condition we may write the local Nusselt num-
ber based on the downstream coordinate as

Nuz =
0.564
�Pez

, Tw = constant �30a�

Nuz =
0.886
�Pez

, qw = constant �30b�

If written in terms of a characteristic length scale related to the
cross-section L the above equations become

NuL =
0.564
�z�

, Tw = constant �31a�

NuL =
0.886
�z�

, qw = constant �31b�

Finally, if the Nusselt is defined on the basis of mean quantities,
then the above expressions become after integration over a total
flow length L

NuL =
1.128
�L�

, Tw = constant �32a�

NuL =
1.772
�L�

, qw = constant �32b�

If the mean Nusselt number for constant flux is defined based on
the mean wall temperature, then Eq. �31b� becomes after integra-
tion �6�.

NuL =
1.329
�L�

�33�

These equations become universal limits regardless of which tem-
perature difference is specified or which length scale is used when
defining Nu.

4.2 Fully Developed Flow. In the limit of very long ducts and
channels, the flow eventually becomes thermally and hydrody-
namically fully developed. The local Nusselt number approaches a
constant value in this case. However, if we use the local wall to
inlet temperature scale, a simple universal result follows from an
energy balance on the duct. In the case of an isothermal wall, in a
very long duct or channel, we may write

Q = ṁcp�To − Ti� = ṁCp�Tw − Ti� �34�

where for a long duct, the outlet temperature must asymptotically
approach the wall temperature. Introducing the definition of the
mass flow rate allows Eq. �34� to be written as

Q = �UACp�Tw − Ti� �35�

Next, if we define the heat transfer coefficient on the basis of the
wall to inlet temperature difference, we obtain

q� =
QL

kPL�Tw − Ti�
=

�UACpL
kPL

�36�

Now introducing the Peclet number we obtain

q� =
PeL

L

A

P
�37�

or, after defining the dimensionless duct length one obtains

q� =
1

L�

A/P
L

�38�

This result is universally applicable to any duct shape for asymp-
totically large duct lengths. Now the selection of the characteristic
length L is open. We consider two choices, the traditional hydrau-
lic diameter L=Dh=4A / P and the square root of the cross-
sectional area L=�A. Using these length scales, we obtain

q� =
1

4L� �39�

when L=Dh is used or

q� =
1

L�

�A

P
�40�

when L=�A is used. The parameter �A / P is an important scaling
parameter, which arises quite frequently in transport problems.
The above results are simple and have great advantage when de-
termining the heat transfer rates in single fluid systems as the
enthalpy balance is fundamental. While Nu is a constant when
based on wall to bulk temperature difference, it depends strongly
on geometry if Dh is used as a length scale.

4.3 Asymptotic Compact Models. Equations �30a�, �30b�,
�31a�, �31b�, �32a�, �32b�, �33�, and �39� will be utilized to de-
velop simple accurate expressions for slug flows using the
Churchill–Usagi asymptotic correlation method �16�. These mod-
els take the form of

Nu = �Nu0
n + Nu�

n �1/n �41�

where n can be a positive or negative constant depending on the
concavity of the curve to be fit. A similar model can be developed
for q�.

5 Exact Solutions for Plug Flow
We will consider three geometries, the one dimensional chan-

nel, the tube, and the rectangular channel before considering more
complex duct shapes shown in Fig. 2. In these three systems,
much can be learned for the more general problem by considering
the heat transfer scales and asymptotic characteristics. These
asymptotic characteristics may be simple to obtain from the exact
full solutions or in most cases are derived from simpler problems,
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Fig. 2 Useful channel and duct shapes
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e.g., the flat plate limit. In either case, they agree nearly exactly
with the full series solutions under the limiting cases of large and
small dimensionless thermal duct length.

5.1 Plane Channel. The problem of slug flow in a plane
channel having a spacing of 2b is first considered, as mathemati-
cally, it is one of the simplest to solve. The solution is found in
Ref. �2� for both isothermal and constant wall flux wall condi-
tions.

5.1.1 Isothermal Wall. The final solution for the temperature
profile may be written as

��y,z�
�i

= 

n=1

�
2 sin��n�cos��ny/b�

�n
· exp�−

�n
2�

bU

z

b
	 �42�

where

�n = 	nb = �2n − 1�



2
�43�

Using the above solution we may obtain the heat flux distribution
along the wall and the mean bulk temperature. By applying Fou-
rier’s law at the channel wall, we obtain

qz =
2k�Tw − Ti�

b 

n=1

�

sin2��n� · exp�−
�n

2�

bU

z

b
	 �44�

and integrating the temperature distribution over the cross-section,
we obtain

�m =
�m

�i
= 2


n=1

�
sin2��n�

�n
2 · exp�−

�n
2�

bU

z

b
	 �45�

The total heat transfer rate can be obtained by integrating the heat
flux distribution along the channel wall in the flow direction. Us-
ing the above result, we obtain after integration, the dimensionless
heat flux q�.

q� =
Q�/�2L�Dh

k�Tw − Ti�
=

1

2L�

n=1

�
sin2��n�

�n
2 �1 − exp�− 16�n

2L��� �46�

where L�=L /Dh /PeDh
is the dimensionless duct length.

The dimensionless heat transfer rate has the following two as-
ymptotes, which can easily be shown from the flat plate limit for
Pr=0 since Tm�Ti and from the enthalpy balance in fully devel-
oped flow. These are

q� =
1.128
�L�

, L� → 0

�47�

q� =
1

4L� , L� → �

The flow becomes fully developed when the two limits have
roughly the same order of magnitude, i.e., transition from one
limit to the other occurs near their intersection, or

1.128
�L�

�
1

4L� �48�

or

Lt � 0.0491DhPeDh
�49�

A simple model for Eq. �46� can be developed by combining the
two asymptotic limits. This simple result takes the form

q� = ��1.128
�L� 	−11/2

+ � 1

4L�	−11/2�−2/11

�50�

which has a root mean square �rms� error of approximately 0.8%.
The local Nusselt number is

NuDh
=

4

n=1

�

sin2��n� · exp�− 16�n
2z��



n=1

�
sin2��n�

�n
2 · exp�− 16�n

2z��

�51�

where z�=x /Dh /PeDh
. It has the following asymptotic limits:

NuDh
=

0.564
�z�

, z� → 0

�52�
NuDh

= 4�1
2 = 9.87, z� → �

A simple model for Eq. �51� can be developed by combining the
two asymptotic limits. This simple result takes the form

NuDh
= ��0.564

�L� 	5/2

+ �9.87�5/2�2/5

�53�

which has a rms error of approximately 4.1%.
The mean Nusselt may be obtained using Eqs. �8� and �45�.

NuDh
=

1

4L� ln 1

2

n=1

�
sin2��n�

�n
2 · exp�− 16�n

2L��� �54�

which has the following simple asymptotic limits:

NuDh
=

1.128
�L�

, L� → 0

�55�
NuDh

= 4�1
2 = 9.87, L� → �

A simple model for Eq. �54� can be developed by combining the
two asymptotic limits. This simple result takes the form

NuDh
= ��1.128

�L� 	2

+ �9.87�2�1/2

�56�

which has a rms error of approximately 2.3%.

5.1.2 Constant Heat Flux Wall. In the case of the plane chan-
nel with a constant flux boundary on both walls, the solution is
also found in Ref. �2�. However, the constant flux boundary makes
the problem nonhomogeneous and the solution is a bit more com-
plicated. The important expressions are summarized below �2�.

��y,z� =
T�y,z� − Ti

qw4b/k
=

z�

4b2U
+

1

8

y2

b2 −
1

24

−
1

2

n=1

�
�− 1�n

n2
2 cos�n
y/b�exp�−
n2
2z�

b2U
	 �57�

The local wall temperature is found when y=b.

�w�z� =
T�b,z� − Ti

qw4b/k
=

z�

4b2U
+

1

12
−

1

2

n=1

�
1

n2
2exp�−
n2
2z�

b2U
	

�58�

The mean bulk temperature found using Eq. �2� is

�m =
Tm�z� − Ti

qw4b/k
=

z�

4b2U
�59�

The local Nusselt number based on the wall to bulk temperature
difference is
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NuDh
=

12

1 − 6

n=1

�
exp�− 16n2
2z��

n2
2

�60�

Equation �60� has the following simple asymptotic limits:

NuDh
=

0.886
�z�

, z� → 0

NuDh
= 12, z� → � �61�

The flow becomes fully developed when the two limits have
roughly the same order of magnitude, i.e., transition from one
limit to the other occurs near their intersection, or

0.886
�z�

� 12 �62�

or

Lt � 0.00545DhPeDh
�63�

A simple model for Eq. �60� based on the nonlinear superposition
of these limits is

NuDh
= ��0.886

�z� 	12/5

+ 1212/5�5/12

�64�

which has a rms error of approximately 3.8%.
If the Nusselt number is defined using the more natural wall to

inlet temperature difference, Eq. �16�, then one obtains

NuDh
=

1

4z� +
1

12
−

1

2

n=1

�
exp�− 16n2
2z��

n2
2

�65�

or more appropriately for single fluid systems

�Tw
� = 4z� +

1

12
−

1

2

n=1

�
exp�− 16n2
2z��

n2
2 =
1

NuDh

�66�

Equation �65� has the following asymptotic limits:

NuDh
=

0.886
�z�

, z� → 0

�67�

NuDh
=

1

4z� , z� → �

An approximate expression for the thermal entrance length ob-
tained from the intersection of the two asymptotes gives

0.886
�z�

�
1

4z� �68�

or

Lt � 0.0796DhPeDh
�69�

A simple model for Eq. �65� based on the nonlinear superposition
of these limits is

NuDh
= ��0.886

�z� 	−3

+ � 1

4z�	−3�−1/3

�70�

which has a rms error of approximately 1.3%.

5.2 Circular Duct. The problem of slug flow in a circular
duct of diameter D=2a is now considered. Solutions to this prob-
lem are found in Jakob �4�, Burmeister �5�, and Shah and Bhatti
�2�.

5.2.1 Isothermal Wall. The final solution for the temperature
distribution may be written as

��r,z�
�i

= 2

n=1

�
J0��nr/a�
�nJ1��n�

exp�−
�n

2�

a2U
z	 �71�

where the eigenvalues are obtained from

J0��� = 0 �72�

such that

�n = 2.4048,5.5201,8.6537,11.7915,14.9309, . . . �73�

Using the above solution, we may obtain the heat flux distribution
along the wall and the total heat transfer Q. By applying Fourier’s
law at the wall we obtain

qz =
4k�Tw − Ti�

D 

n=1

�

exp�−
�n

2�

a2U
z	 �74�

for the local flux distribution while the mean bulk temperature
along the duct is

�m =
�m

�i
= 4


n=1

� exp�−
�n

2�

a2U
z	

�n
2 �75�

Integrating along the duct wall we obtain the total dimensionless
heat transfer rate

q� =
q̄D

k�Tw − Ti�
=

1

L�

n=1

�
1 − exp�− 4�n

2L��
�n

2 �76�

after introducing L�=L /D /PeD. Equation �76� has the following
asymptotic limits:

q� =
1.128
�L�

, L� → 0

�77�

q� =
1

4L� , L� → �

The flow becomes fully developed when the two limits have
roughly the same order of magnitude, i.e., transition from one
limit to the other occurs near their intersection, or

1.128
�L�

�
1

4L� �78�

or

Lt � 0.0491DhPeDh
�79�

A simple model for Eq. �76� based on the nonlinear superposition
of these limits is

q� = ��1.128
�L� 	−5/2

+ � 1

4L�	−5/2�−2/5

�80�

which has a rms error of approximately 3.8%.
The local Nusselt number based on the wall to bulk temperature

difference is

NuD =



n=1

�

exp�− 4�n
2z��



n=1

�
exp�− 4�n

2z��
�n

2

�81�

Equation �81� has the following asymptotic limits:

NuD =
0.564
�z�

, z� → 0
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NuD = 5.783, z� → � �82�

A simple model for Eq. �81� based on the nonlinear superposition
of these limits is

NuD = ��0.564
�z� 	11/5

+ 5.78311/5�5/11

�83�

which has a rms error of approximately 4.0%.
We may define the mean Nusselt number based on the wall to

bulk temperature difference as

NuD =
1

4L� ln 1

4

n=1

�
exp�− 4�n

2L��
�n

2 � �84�

Equation �84� has the following asymptotic limits:

NuD =
1.128
�L�

, L� → 0

�85�
NuD = 5.783, L� → �

A simple model for Eq. �84� based on the nonlinear superposition
of these limits is

NuD = ��1.128
�L� 	2

+ 5.7832�1/2

�86�

which has a rms error of approximately 2.5%.

5.2.2 Constant Wall Flux. Finally, we consider the case of a
tube with a constant flux boundary, the solutions may also be
obtained using separation of variables or Laplace transforms. De-
tails of the solution may be found in Burmeister �5�. The impor-
tant expressions are summarized below.

��r,z� =
T�r,z� − Ti

qw2a/k
=

z�

a2U
+

1

4

r2

a2 −
1

8
− 


n=1

�
J0��nr/a�
�n

2J0��n�

�exp�−
�n

2z�

a2U
	 �87�

where the eigenvalues are roots of

J1��� = 0 �88�

such that

�n = 3.8317,7.0156,10.1735,13.3237,16.4706, . . . �89�

The local wall temperature is found to be

�w�z� =
z�

a2U
+

1

8
− 


n=1

�
exp�−

�n
2z�

a2U �
�n

2 �90�

and the mean bulk temperature found using Eq. �2� is

�m =
Tm�z� − Ti

qw2a/k
=

z�

a2U
�91�

We may now define a local Nusselt number based on the wall to
bulk temperature difference using Eq. �15� to obtain

NuD =
8

1 − 8

n=1

�
exp�− 4�n

2z��
�n

2

�92�

Equation �92� has the following asymptotic limits:

NuD =
0.886
�z�

, z� → 0

NuD = 8, z� → � �93�

The flow becomes fully developed when the two limits have
roughly the same order of magnitude, i.e., transition from one
limit to the other occurs near their intersection, or

0.886
�z�

� 8 �94�

or

Lt � 0.0123DPeD �95�

A simple model for Eq. �92� based on the nonlinear superposition
of these limits is

NuD = ��0.886
�z� 	2

+ 82�1/2

�96�

which has a rms error of approximately 4.4%.
If the Nusselt number is defined using the more natural wall to

inlet temperature difference, Eq. �16�, then one obtains

NuD =
1

4z� +
1

8
− 


n=1

�
exp�− 4�n

2z��
�n

2

�97�

or for single fluid systems, it is more appropriate to work with

�Tw
� = 4z� +

1

8
− 


n=1

�
exp�− 4�n

2z��
�n

2 =
1

NuD
�98�

Equation �97� has the following asymptotic limits:

NuD =
0.886
�z�

, z� → 0

�99�

NuD =
1

4z� , z� → �

The flow becomes fully developed when the two limits have
roughly the same order of magnitude, i.e., transition from one
limit to the other occurs near their intersection, or

0.886
�z�

�
1

4z� �100�

or

Lt � 0.0833DPeD �101�

A simple model for Eq. �97� based on the nonlinear superposition
of these limits is

NuD = ��0.886
�z� 	−2

+ � 1

4z�	−2�−1/2

�102�

which has a rms error of approximately 2.2%.
At this stage it should be seen that the Eqs. �50�, �70�, �80�, and

�102� are essentially the same for each boundary condition irre-
spective of geometry. They only differ in the value of n used to
combine the asymptotes. We will use this characteristic to develop
universal expressions. Similarly, we see that in the simple models
for the Nusselt number, it is only the fully developed flow limit,
which varies. We will utilize the observations of Muzychka and
Yovanovich �14,15� to develop universal expressions for the case
when the wall to bulk temperature difference is preferred.

5.3 Rectangular Duct. Plug flow in a rectangular duct of
dimensions 2a by 2b having an aspect ratio of 0�b /a�1 is now
considered. A complete thermal entrance solution is only available
for the constant wall temperature condition �17� while solutions
for various wall heating conditions are available only for ther-
mally fully developed flows �18�.
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5.3.1 Isothermal Wall. Thiart �17� obtained a solution for slug
flow in a rectangular duct having an isothermal wall. The solution
for the dimensionless mean bulk temperature is

�m�z�� =
�m

�i
=

64


2 

m=1

�



n=1

�
E�z��

�2m − 1�2�2n − 1�2 �103�

where

E�z�� = exp�−
4
2z��2�2m − 1� + �2n − 1��

�1 + �2 	 �104�

where z�=z /Dh /PeDh
.

The local and mean Nusselt numbers are

NuDh
=


2

m=1

�



n=1

� � 1

�2m − 1�2 +
2

�2n − 1�2	E�z��

�1 + �2

m=1

�



n=1

�
E�z��

�2m − 1�2�2n − 1�2

�105�

and

NuDh
=

1

4L� ln� 1

�m�L��
	 �106�

Finally, the dimensionless mean heat flux based on the wall to
inlet temperature can be written simply as

q� =
1

4L� �1 − exp�− 4L�NuDh
�� �107�

Equations �105� and �106� have the following characteristic limits:

NuDh
=

0.564
�z�

, z� → 0

�108�

NuDh
=

1.128
�L�

, L� → 0

while, the thermally fully developed flow Nusselt number ob-
tained for large z� or L� is

NuDh
=


2�1 + 2�
�1 + �2 �109�

where =b /a is the channel aspect ratio. Equation �109� is ob-
tained from the single term representation in Eq. �105� when z�

→�.
Using Eq. �41�, expressions can be developed for both NuDh

and q�. Values of n and the corresponding rms error are given in
Table 1. Once again, with the exception of the plane channel 
=0, we see that values for n do not vary considerably. Results are
also shown in Figs. 3 and 4 for both q� and NuDh

for =0, 0.2,
0.4, 0.6, 0.8, and 1.

5.3.2 Constant Flux Wall. Gao and Hartnett �18� and Spiga
and Morini �19� obtained solutions for the rectangular duct for the

H1 and H2 conditions, respectively, with Spiga and Morini �19�
tabulating thermal entrance data for the H2 condition. In the
present study we are mainly concerned with the H1 condition
�peripheral mean wall temperature varying axially�. Furthermore,
it can be easily shown that the Nusselt numbers for fully devel-
oped slug flow in a noncircular channel with constant flux condi-
tion H1 can be modeled as f ReDh

/2 for any duct shape. For the
rectangular channel this is given by

NuDh
=

12

�1 + �2�1 −
192


5 tanh� 


2
	� �110�

The above equation is obtained from the hydrodynamic �friction�
solution for a rectangle using only a single term in the series. It is
given without proof, as the energy equation for thermally fully
developed flow in a rectangular duct can be easily nondimension-
alized and transformed into the same dimensionless form as the
equation and boundary conditions governing fully developed Poi-
seuille flow. Thus, the dimensionless mean wall heat flux can be
related to the dimensionless mean wall shear stress.

5.4 Plug Flow in Other Duct Shapes. Other useful shapes as
shown in Fig. 2 are also of interest. Yutaka et al. �20� obtained
numerical solutions for flows in polygonal ducts for the limiting
case of Pr=0, their results are summarized in Table 2. One can see
that when the length scale proposed by Muzychka and Yovanov-
ich �14� is used to redefine the thermally fully developed flow
Nusselt numbers, there is very little difference in the values for
the regular polygons and with the exception of the triangle, they
are essentially a constant.

Other shapes, which result in microchannel based systems, in-
clude the elliptical channel, trapezoidal channel, and double trap-
ezoidal channel as shown in Fig. 5. Presently, there are no ana-
lytical or numerical solutions for these cases for either boundary

Table 1 Values of n and the corresponding „rms… error for q�

and NuDh
for the rectangular channel



NuDh
q�

n rms n rms

0.0 2 1.86 �5.6 0.31
0.2 1.9 1.57 �3.3 3.18
0.4 1.9 1.87 �2.7 4.13
0.6 1.9 2.2 �2.4 4.44
0.8 2.0 2.40 �2.3 4.53
1.0 2.0 2.42 �2.3 4.54

Fig. 3 q� for the rectangular channel, Eq. „107…, for �
=0,0.2,0.4,0.6,0.8,1

Fig. 4 NuDh
for the rectangular channel, Eq. „106…, for �

=0,0.2,0.4,0.6,0.8,1
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condition T or H1. Approximations for the expected behavior of
the Nu of q� solutions will be developed using the results pre-
sented thus far.

Given that the thermal boundary layer region is fully character-
ized by the flat plate or half space conduction solutions, one only
needs the fully developed limit to complete a model for the Nu
based on wall to bulk temperature difference. When the data are
redefined using the L=�A, one may use f Re�A for the rectangular
channel as a very accurate prediction �14,15�. Thus, we obtain
using Eq. �110�

Nu�A
H =

6

��1 + ��1 −
192


5 tanh� 


2
	� �111�

for the constant wall flux condition Nusselt number in thermally
fully developed slug/plug flows. Furthermore, if Eq. �109� is res-
caled using L=�A it becomes

Nu�A
T =


2�1 + 2�

2�1 + ��
�112�

Both Eqs. �111� and �112� will be used to characterize the fully
developed flow limit Nusselt numbers based on the wall to bulk
temperature in noncircular ducts channels, given that solutions are
only a function of channel aspect ratio and are a weak function of
channel shape when L=�A is used as a length scale.

6 Generalized Models for Plug Flows
Using the above results and observations from the channel and

tube solutions for the Churchill–Usagi blending parameter, we
may now propose a number of universal models. It has been
shown that for the wall to inlet temperature specification, that the
results are nearly universal for all channel and duct shapes when
L=Dh is used as a characteristic length scale. While for the wall
to bulk temperature specification, results are nearly universal and
only dependent on aspect ratio when L=�A is used as a charac-
teristic length scale. Thus it is proposed that the following models
be used for all duct shapes:

6.1 Wall to Inlet Temperature Difference Tw−Ti . For a
constant wall temperature condition �T� the following is recom-
mend for all duct shapes:

q� = ��1.128
�L� 	−5/2

+ � 1

4L�	−5/2�−2/5

�113�

For constant wall flux condition �H,H1� the following is recom-
mended for all duct shapes:

�T� = ��0.886
�z� 	−5/2

+ � 1

4z�	−5/2�2/5

�114�

where L=Dh is used in Eqs. �13� and �17� and to define L� and z�.

6.2 Wall to Bulk Temperature Difference Tw−Tm . For a
constant wall temperature condition �T� the following is recom-
mend for all duct shapes for the mean Nusselt number:

Nu�A = ��1.128
�L� 	2

+ �Nu�A
T �2�1/2

�115�

For constant wall flux condition �H,H1� the following is recom-
mended for all duct shapes for the local Nusselt number:

Nu�A = ��0.886
�z� 	2

+ �Nu�A
H �2�1/2

�116�

where L=�A in Eq. �5� and to define L� and z�.
The above formulations can be used for design purposes in

channels of any cross-sectional shape for plug flows for either
constant wall temperature or constant wall heat flux conditions
with very good accuracy. Given that the largest values of n were
obtained for the channel, it is found that using the proposed values
of n=−5 /2 in Eqs. �113� and �114�, and n=2 in Eqs. �115� and
�116�, yields a rms errors vary between 1.5% and 7% for all
shapes considered, making them acceptable for thermal design
and analysis.

7 Summary and Conclusions
Classical Graetz plug flow solutions were considered for non-

circular channels. It was shown that the full solutions for the tube
and channel possess universal asymptotic behavior when the heat
transfer characteristics are based on the wall to inlet temperature
difference rather than wall to bulk temperature difference, irre-
spective of thermal boundary condition. This allows simple mod-
els to be specified for any channel aspect ratio, which are also
verified using the solution for the rectangular channel.

Additionally, simple models were also developed for the case
when heat transfer characteristics are based on the wall to bulk
temperature difference. In this case the models are based on the
characteristic length scale L=�A proposed by Muzychka and Yo-
vanovich �14,15�, which minimize geometry effects. These simple
formulations can be used to model heat transfer in simple continu-
ous plug flows, segmented plug flows, and discrete droplets, for
channels typically found in microfluidic and other heat exchanger
applications.

While the wall to mean bulk temperature scale is more useful in
heat exchanger systems. The proposed new models based on the
wall to inlet temperature scale are more readily applicable to heat
sink design, as only one fluid is present in these applications. The
dimensionless heat transfer rate and dimensionless local wall tem-
perature based on this temperature scale are more natural choices,
as they appear in the solutions of the temperature field. They are
also easily adapted to systems with finite transverse wall resis-
tance using simple resistance network concepts.
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Table 2 Fully developed flow Nusselt numbers in polygonal
ducts defined using either L=Dh or L=�A as a length scale

Geometry Isoflux Isothermal

NuDh
Triangle 6.67 -
Square 7.08 4.93

Hexagon 7.53 5.38
Octagon 7.69 5.53
Circular 8.00 5.77

Nu�A Triangle 7.60 -
Square 7.08 4.93

Hexagon 7.01 5.01
Octagon 7.00 5.03
Circular 7.09 5.11

c

b

a

54.74°

54.74°

a

c

b

Fig. 5 Microchannels produced in etching processes in Sili-
con wafers
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Nomenclature
A � flow area, m2

Cp � specific heat, J /kg K
D � diameter of circular duct, m
h � heat transfer coefficient, W /m2 K

J0 � Bessel function of the first kind-zero order
J1 � Bessel function of the first kind-first order
k � thermal conductivity, W /m K
L � length of tube, m

L� � dimensionless length of tuble, �L /DPeD
ṁ � liquid mass flow rate, kg/s
m � summation index
n � summation index
n � fitting parameter, Eq. �41�

NuD � Nusselt number, �hD /k
Nu0 � short duct Nusselt number, L�→0
Nu� � long duct Nusselt number, L�→�

P � perimeter, m
PeD � Peclet number, �UD /�

Pr � Prandtl number, �� /�
q � local heat flux, W /m2

q̄ � mean heat flux, W /m2

q� � dimensionless wall heat flux
Q � heat transfer, W

Q� � heat transfer per unit depth, W
ReD � Reynolds number, �UD /�

T � temperature, K
Ti � inlet temperature, K
To � outlet temperature, K
Tm � bulk temperature, K
Tw � wall temperature, K
U � uniform velocity, m/s

�T� � dimensionless temperature
w � velocity, m/s
z � local axial coordinate, m

Greek Symbols
� � thermal diffusivity, m2 /s

�n � nth eigenvalue
� � thermal boundary layer thickness, m
 � channel aspect ratio
� � temperature excess, K

� � dimensionless bulk temperature
� � fluid density, kg /m3

Superscripts
� � dimensionless

� · � � mean value

Subscripts
D � based on diameter D
i � inlet

m � mixed mean
w � wall
z � local �axial� variation
0 � denotes L�→0
� � denotes L�→�
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Combined Effects of Temperature
and Velocity Jump on the Heat
Transfer, Fluid Flow, and Entropy
Generation Over a Single
Rotating Disk
The present work examines the effects of temperature and velocity jump conditions on
heat transfer, fluid flow, and entropy generation. As the physical model, the axially sym-
metrical steady flow of a Newtonian ambient fluid over a single rotating disk is chosen.
The related nonlinear governing equations for flow and thermal fields are reduced to
ordinary differential equations by applying so-called classical approach, which was first
introduced by von Karman. Instead of a numerical method, a recently developed popular
semi numerical-analytical technique; differential transform method is employed to solve
the reduced governing equations under the assumptions of velocity and thermal jump
conditions on the disk surface. The combined effects of the velocity slip and temperature
jump on the thermal and flow fields are investigated in great detail for different values of
the nondimensional field parameters. In order to evaluate the efficiency of such rotating
fluidic system, the entropy generation equation is derived and nondimensionalized. Ad-
ditionally, special attention has been given to entropy generation, its characteristic and
dependency on various parameters, i.e., group parameter, Kn and Re numbers, etc. It is
observed that thermal and velocity jump strongly reduce the magnitude of entropy gen-
eration throughout the flow domain. As a result, the efficiency of the related physical
system increases. A noticeable objective of this study is to give an open form solution of
nonlinear field equations. The reduced recurative form of the governing equations pre-
sented gives the reader an opportunity to see the solution in open series
form. �DOI: 10.1115/1.4002098�

Keywords: rotating disk flow, temperature jump, velocity slip, entropy generation

1 Introduction
Dramatic consumption of energy sources in the last half-

century has caused world countries to reexamine their energy poli-
cies. Governments have taken drastic measures to eliminate
wasted energy, promote energy-efficiency policy and technology
in buildings, appliances, transport, and industry. The scientific en-
vironment and researchers have started taking a closer look at
energy conversion devices, developing new techniques and analy-
sis methods to better utilize existing resources and protection en-
vironment. All these mean is to give an attention to increase the
efficiencies all types of energy producing, converting, and con-
suming systems.

Efficiency calculation of heat exchange systems has been very
much restricted to the first law of thermodynamics. However, cal-
culations using the second law of thermodynamics based on en-
tropy generation are more reliable than first law-based calcula-
tions. Entropy generation is associated with thermodynamic
irreversibility, which is common in all types of heat transfer pro-
cesses. Different sources are responsible for entropy generation
such as heat transfer across finite temperature gradient, character-
istic of convective heat transfer, viscous effect, etc. Reduced en-
tropy generation will result in more efficient designing of energy
systems since the entropy generation is the measure of the de-
struction of the available work of the system �1�. Also, entropy

generation results in a decrease in the outputs of power cycles or
an increase in the input powers for refrigeration cycles. Therefore,
accurate calculation of the entropy generation plays an important
role in the design and development of thermofluid components
such as heat exchangers, pumps, turbines, pipe networks, energy
storage systems, and electronic cooling devices.

The usage of method of second law of thermodynamics as a
measure of the system performance was introduced by Bejan �1�.
Bejan focused on different reasons behind the entropy generation
in applied thermal engineering. Generation of entropy destroys
available work of a system. Therefore, it makes a good engineer-
ing sense to focus on available work destruction mechanisms,
irreversibility of heat transfer, and fluid flow process and try to
understand the entropy generation mechanisms. Since then, many
studies have been published on the entropy generation and irre-
versibility of the basic heat exchange systems, having rotating and
translating components �2–5�.

Rotating disk flow is an important subject in thermal engineer-
ing as it appears in many industrial and engineering applications
such as gas turbine engines and electronic devices having rotary
parts. Mainly, the requirement of high temperatures in the turbine
stage to achieve high thermal efficiencies, the cooling of air is
essential to ensure long lifetime for turbine disk and blade mate-
rials. Thermal efficiency may not only be a function of tempera-
ture for such type of rotary systems. The reasons for that are the
complexity and the coupling of flow and thermal fields. Since the
governing equations, namely, the momentum equations and the
energy equation, are highly nonlinear and coupled, obtaining
exact-analytical solutions are quite hard. For these reasons, nu-
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merical solutions are carried out in many cases. For accurate de-
termination of temperature distribution, the flow field must be
solved as precisely as possible �6�.

The investigations on rotating disk flow and heat transfer have
gained considerable attention of researchers in recent years. The
steady laminar flow of a viscous incompressible fluid due to a
rotating disk of infinite extent in a porous medium was studied by
Attia �7�. Sibanda �8� investigated the hydromagnetic steady flow
and heat transfer characteristics of an incompressible viscous elec-
trically conducting fluid over a rotating disk in a porous medium
with ohmic heating. Osalusi et al. �9� studied ohmic heating, vis-
cous dissipation, and hall and ion-slip currents in MHD flow over
a porous rotating disk taking into account the variable fluid prop-
erties such as density, viscosity, and thermal conductivity. Results
of an exact solution of a laminar heat transfer problem for a ro-
tating disk in a fluid corotating with the disk as a solid body were
investigated by Shevchuk and Buschmann �10�. Besides the theo-
retical studies, considerable work has been carried out on experi-
mental research of convective heat transfer for rotating disk sys-
tems �11�. Shevchuk studied on theoretical and empirical relations
by using experimental data for mass transfer of a rotating disk in
laminar, transitional and turbulent flows for naphthalene sublima-
tion in air �12�. In another study, turbulent heat and mass transfer
of a rotating disk for Prandtl and Schmidt numbers much larger
than unity were modeled using an integral method validated
against empirical equations of different authors for Sherwood
numbers �13�.

On the other hand, there has been intensive research on micro-
fluidic systems for compact reactor technologies in recent years
�14�. Microflow devices, which are widely used in complex sys-
tems for medical diagnosis and surgery, chemical analysis, bio-
technology, and electronic cooling, are actually downscaled de-
vices such as microchannels, mixers, pumps, and heat pipes.
Modeling heat and fluid flow through such small devices is dif-
ferent from the macroscale counterparts in being associated with
the inclusion of velocity slip, temperature jump, and other newly
developed issues �15,16�.

The slip-flow regime has been widely studied, since it leads to
quite simple models for further optimization of these microsys-
tems �17�. In the slip-flow regime, standard Navier–Stokes and
energy equations can still be employed with modifications to the
boundary conditions �BCs� allowing for velocity slip and tempera-
ture jump at the walls. The velocity slip effect is very important
and should be taken into account for precise prediction of the
nature of microflows.

The temperature jump effect is also very important and should
be included in the modeling of the slip-flow heat transfer prob-
lems. Neglecting this effect leads to a significant over prediction
of heat transfer rate. Renksizbulut et al. �18� studied incompress-
ible gas flows and heat transfer in rectangular microchannels of
various aspect ratios. Their study is carried out for various Knud-
sen numbers related to the slip-flow regime by using three-
dimensional Navier–Stokes and energy equations together with
velocity slip and temperature jump boundary conditions. In an-
other work, Xiao et al. �19� studied microtube gas flows with
second-order velocity slip and temperature jump boundary condi-
tions. Meolans �20� studied thermal slip boundary conditions in
vibrational nonequilibrium flows. The velocity of the fluid on the
surface, where the effect of slip dominates, is related to the slip
factor by the boundary conditions given in Ref. �21� and tempera-
ture on the surface is related to the jump factor by the boundary
conditions given in Ref. �18�.

Although there are numerous studies on second law analysis for
flow and heat transfer problems �22–24�, only a few of them con-
sider the effect of slip and temperature jump on the entropy gen-
eration. Yari �25� investigated the entropy generation in a mi-
croannulus flow. In the study, the viscous dissipation effect, the
velocity slip and the temperature jump at the wall are taken into
consideration. Hooman �26� studied forced convection in micro-

electromechanical systems in the slip-flow regime by invoking the
temperature jump equation and numerically evaluated entropy
generation distribution for fully developed velocity and tempera-
ture fields. The entropy generation due to steady laminar forced
convection fluid flow through parallel-plates-microchannel is in-
vestigated numerically by Haddad et al. �27�.

Unfortunately, open literature shows very small number of pa-
pers that deal with entropy generation on the rotating disk. More-
over, there are no studies on the entropy generation over rotating
disk systems in which, velocity and temperature jump effects are
both taken into consideration. The slip dependent velocity results
in the reduction in the loss of some part of the mechanical energy
into thermal energy. As a consequence, velocity slip reduces the
entropy generation and results in the usage of a higher portion of
the available energy. Also, relating entropy generation to slip fac-
tor on the flow and thermal field solutions gives more accurate
results, which help the designer to evaluate the efficiency calcu-
lations and geometrical optimization of such rotating system or
systems having rotating parts more accurately.

The objective of the present paper is to analyze the combined
effects of velocity and temperature jump on the entropy genera-
tion over a rotating disk. The similarity variables introduced by
von Karman are used to reduce heat and flow field equations to a
set of nonlinear ordinary differential equations. The resulting
equations are solved by using differential transform model
�DTM�. Analytical, fast converging series solutions are obtained
for the flow and thermal field equations. To determine the physical
characteristics of the flow field, the Knudsen number based clas-
sification is chosen. That is, the slip and no-slip regimes that lie in
the range 0�Kn�0.1 are considered. The entropy generation dis-
tribution is obtained by solving the related entropy generation
equation by taking velocity and temperature jump conditions into
consideration. The effects of Knudsen number, Reynolds number,
and group parameter ��� on velocity, temperature, entropy genera-
tion, and Bejan number �Be� are discussed.

2 Mathematical Modeling
Slip over a moving surface is mainly caused by two effects,

which are surface roughness and rarefaction of the fluid. Rarefied
flow is commonly encountered in many engineering aspects such
as high-altitude flight, micromachines, vacuum technology, aero-
sol reactors, etc. An important dimensionless parameter in rarefied
flow is Knudsen number �Kn�. Knudsen number is a measure of
rarefaction, which is the ratio of the mean free path to a charac-
teristic length in the fluid domain. The macro Navier–Stokes and
energy equations with classical no-slip and no-temperature jump
boundary conditions are applicable for flows with Kn�0.001. In
first-order slip approach, temperature-slip jump conditions should
be applied to the Navier–Stokes equations for the Knudsen num-
ber that lies between the range of 0.001�Kn�0.1, which corre-
spond to the slip-flow regime. For Kn�0.1, the flow field cannot
be assumed to be continuum and the Navier–Stokes equations are
not valid, which correspond to the transition regime. This flow
regime should be simulated on the base of the Boltzman kinetic
equation. For larger Knudsen numbers, where Kn�10, the flow is
defined as free molecular regime and the molecular approach is
used to model the microfluidic systems �17�. Due to its great
occurrence in gas microsystems, the slip-flow regime has been
widely studied since it leads to quite simple models, which can be
used for further optimization.

In this study, the disk surface has uniform temperature Tw while
the fluid flow satisfies the velocity slip and heat transfer satisfies
the temperature jump conditions on the surface of the rotating
disk. The velocity slip on the disk surface is considered as a result
of rarefaction of the fluid; however, the solution obtained here can
also be applied to the case where slip is a result of surface rough-
ness.
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2.1 Boundary Conditions

2.1.1 Velocity Slip Boundary Condition. For the more accurate
prediction of a flow field, considering the effect of velocity slip is
very important and should be included in the modeling. According
to the slip-flow theory, the fluid velocity at the surface is different
from the wall velocity in proportion to the local velocity gradient
in normal direction. The following form has been proposed by
Karniadakis and Beskok �28�:

Us − Uw =
2 − �v

�v
�

�u

�z
+

3

2�

� − 1

�

Kn2 Re

Ec

�T

�r
�1�

where Us is the velocity of the fluid adjacent to the disk surface,
Uw is the wall velocity, and �v is the tangential momentum ac-
commodation coefficient, which is defined as the fraction of mol-
ecules reflected diffusively and depends on fluid and surface finish
and it is usually determined experimentally �18�. Tangential mo-
mentum accommodation coefficient is equal to unity for diffuse
molecular collision and slip velocity is unbounded if �v=0.

The second term on the right-hand side of Eq. �1� is responsible
for the thermal creep effect, which induces velocity slip along the
wall due to the temperature gradient adjacent to the wall along the
surface. Thermal creep effects can be powerful enough to drive
the flow without even having an inflow velocity field. It can be
shown through a dimensional analysis that this thermal creep term
is of second-order in terms of Knudsen number. Thus, it is negli-
gible in the slip-flow regime comparing to the first term, which is
of first-order. Therefore, as a reasonable approximation, only the
first terms in the slip/jump boundary conditions will be retained in
the present work as in Refs. �18,29�.

2.1.2 Temperature Jump Condition. The fluid temperature
over the disk differs from the wall temperature in proportion to the
local normal temperature gradient. The original form of the tem-
perature jump condition was derived by von Smoluchowski �28�.
Smolochowski’s temperature jump relation can be derived by con-
sidering the kinetic approach to conductive energy balance be-
tween fluid and solid surface. Accurate calculation of temperature
jump is necessary in many engineering fields such as aerothermo-
dynamics of space vehicles, vacuum system, and microelectrome-
chanical systems. By assuming the impinging molecular stream is
in equilibrium, the corresponding temperature jump condition can
be given by �28�

Ts − Tw =
2 − �t

�t

2�

1 + �

�

Pr

�Ts

�z
�2�

where Ts is the temperature of the fluid adjacent to the disk sur-
face, Tw is the disk wall temperature, and �t is the energy accom-
modation coefficient, which represents a fraction of molecules
that experience diffusive reflection at the solid surface. The energy
accommodation coefficient has the value between the range of 0
��t�1. In typical engineering applications, �t is close to 0.9
�28�. Another important point is that �t is a value determined
experimentally that depends on the surface finish, the fluid tem-
perature, and the pressure.

2.2 Flow Field. Considering the steady and incompressible
flow over a single free disk in a Newtonian fluid, the equations of
conservation of momentum and mass can be given as �6,11�
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+
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+
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= 0 �6�

The slip boundary conditions for the problem considered are in-
troduced as follows:

u =
2 − �v

�v
�

�u

�z
, v = r
 +

2 − �v

�v
�

�v
�z

, w = 0 at z = 0

�7�

u → 0, v → 0 as z → � �8�

where 
 is the angular velocity of the rotating disk. Following
von Karman, a dimensionless axial coordinate �=z�
 / is intro-
duced together with the following velocity components and the
pressure �30�:

u = 
rF���, v = 
rG���, w = �
H���, p = − �
P���
�9�

The following system of ordinary differential equations is ob-
tained by using the dimensionless axial coordinate, the velocity
components and the pressure:

F� = HF� + F2 − G2 �10�

G� = HG� + 2FG �11�

H� = − 2F �12�

P� = HH� − H� �13�

The BCs in Eqs. �7� and �8� can be written as follows �31�:

F�0� = �F��0�, G�0� = 1 + �G��0�, H�0� = 0 �14�

F��� = 0, G��� = 0 �15�

where �= ��2−�v���
 /� /�v is defined as the slip factor. By
using the rotational Reynolds number and the value of tangential
momentum accommodation number for air as 0.9 �28�, the slip
factor can be written as follows:

� = 1.22 � Kn�Re �16�

In order to transform the infinite � range to a finite � range, the
following dependent and independent variables are used, which
were introduced by Benton �32�:

� = e−c� �17�

F��� = c2f���, G��� = c2g���, H��� = − c�1 − h���� �18�

By using the variables in Eqs. �17� and �18�, Eqs. �10�–�12� are
rewritten as follows:

�2f���� = f2��� − g2��� − �f����h��� �19�

�2g���� = 2f���g��� − �g����h��� �20�

�h���� = 2f��� �21�

The boundary conditions in Eqs. �14� and �15� become

f�1� = �f��1�, g�1� = c−2 − �cg��1�, h�1� = 1 �22�

f�0� = 0, g�0� = 0, h�0� = 0 �23�

2.3 Thermal Field. The energy equation by neglecting dissi-
pation terms can be written as follows �6,33�:

�cp�u
�T

�r
+ w

�T

�z
� − k� �2T

�z2 +
�2T

�r2 +
1

r

�T

�r
� = 0 �24�

It is assumed that heat transfer is only in the z direction and then
Eq. �24� becomes �31,33�:
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�cp�w
dT

dz
� − k

d2T

dz2 = 0 �25�

Dimensionless temperature is defined as follows:

� =
T − T�

Tw − T�

�26�

Then, Eq. �25� can be evaluated in the following dimensionless
form:

�� = PrH�� �27�

where Pr is the Prandtl number. By using Eq. �26�, the BCs given
in Eq. �2� become

���� = 0, ��0� = 1 + ����0� �28�

where � is the temperature jump factor and it can be explicitly
written as follows:

� = �2 − �t

�t
�� 2�

1 + �
�Kn

Pr
�Re �29�

By using the value of energy accommodation coefficient as 0.9
�28�, Prandtl number as 0.72 and the specific heat ratio as 1.4, �
takes the following form:

� = 1.43 �
Kn

Pr
�Re �30�

Then, integrating Eq. �27� and applying the second boundary con-
dition in Eq. �28�, dimensionless temperature can be evaluated in
terms of the axial component of the velocity field as follows:

���� = ���0���
0

�

ePr 	0
�H���d�d� + �� + 1 �31�

and the missing BC ���0� is evaluated by Eq. �31� together with
the far field BC given in Eq. �28� as follows:

���0� = − 1/��
0

�

ePr 	0
�H���d�d� + �� �32�

Once flow field is obtained, the thermal field is acquired from Eqs.
�31� and �32� by using numerical integration.

To solve the equation system �19�–�21� with the BCs given in
Eqs. �22� and �23�, DTM is applied at �=0. For the solutions
carried out, MATHEMATICA, a powerful symbolic calculation soft-
ware, is utilized. DTM is a semi-analytical technique depending
on Taylor series that is promising for various types of differential
equations. It is possible to obtain highly accurate results or exact
solutions for differential or integrodifferential equations consid-
ered. By using the theorems in Refs. �34,35�, the differential trans-
form of Eqs. �19�–�21� can be evaluated as given in Appendix.

3 Entropy Generation
The entropy generation rate can be expressed for the steady and

axially symmetrical flow in a Newtonian fluid as follows �1,36�:

ṠG� =
k

Tw
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�z
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+
	

Tw

2�� �u

�r
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+
1
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�z
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+ � �u

�z
�2

+ �r
�

�r
�v

r
�2� �33�

Using the dimensionless variables in Eq. �9�, together with the
dimensionless temperature, Eq. �33� can be written in the follow-
ing simple form, which is already given in our previous study
�36�.

Ng = Re �����2 + ��3 Re2 H����2 + Re3 r̄2�G����2 + F����2��
�34�

The ratio �=Br /� Re2 is called the group parameter, which shows
the relative importance of viscous effects to heat transfer irrevers-
ibility. The effects of � and Re on the entropy generation rate are
explicitly seen from Eq. �34�.

An increase in � is to increase the entropy generation due to
viscous effects. The effect of increasing Reynolds number, which
is the ratio of inertial and viscous forces, is to increase the effect
of viscous dissipation caused by the velocity components in all
directions and the finite temperature difference irreversibilities
caused by heat transfer.

4 Result and Discussion
Figures 1–4 illustrate the dimensionless velocity and tempera-

ture profiles obtained from Eqs. �19�–�21� together with Eq. �27�
for different values of Re and Knudsen number. As seen from Fig.
1, the increase in Knudsen number results in a decrease in the
dimensionless temperature and the temperature jump is greater at
the higher Kn. Temperature jump at the wall for nonzero Kn re-
duces the amount of heat transfer from the wall. Therefore, less
amount of heat is transferred from the wall to the adjacent fluid.

The temperature of the adjacent fluid over the disk surface �Ts�
is lower than the disk wall temperature �Tw� for nonzero Kn num-
ber because of the temperature jump. An important point is that,
the temperature does not change with Re number for Kn=0. The
temperature of the adjacent fluid over the disk surface reduces
with both increasing Kn and Re since the temperature jump is
directly related to these two parameters as seen from Eq. �30�.

Similarly, Figs. 2–4 show the dimensionless radial, circumfer-
ential and axial velocity profiles at different values of Kn and Re
numbers. Figures demonstrate that the velocities strongly depend

Fig. 1 Variation in �„�… with respect to � for different values of
Re and Kn

Fig. 2 Variation in F„�… with respect to � for different Re and Kn
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on the Knudsen number. It is observed that the circumferential
velocity on the wall decreases with an increase in Kn.

The numerical values for the velocity gradients and the Nusselt
number on the disk surface for Kn=0 is presented in Table 1. The
results show very good agreement with the already existing ones.

Figure 5 shows the spatial distribution of the local entropy gen-
eration through out the flow domain for different values of Kn and
Re. As the Knudsen number increases the local entropy generation
decreases especially on the disk surface. The local entropy gen-
eration is higher near the wall because of the higher local velocity
and temperature gradients. As Knudsen number increases, both
the temperature and the velocity gradients decrease. This results in
a decrease in the local entropy generation. When the first-order
slip/jump conditions are considered, both the velocity slip and
temperature jump are proportional to Kn as seen in Eqs. �16� and
�30�.

Figure 6 shows the variation in entropy generation with Kn for
different values of Re and �. The increase in velocity slip and

temperature jump at the wall brings about reducing heat transfer
and momentum transfer from the wall to the fluid and this also
causes the reduction in the local entropy generation.

Figure 7 shows the variation in the entropy generation along the
radial coordinate on the disk surface for different values of the
group parameter and Reynolds number. The group parameter de-
termines the relative importance of the viscous effects to heat
transfer irreversibility. As seen from the figure, increasing � re-
sults in increasing local entropy generation due to viscous dissi-
pation. Moreover, entropy generation increases with increasing
Re. As a result of higher angular velocities and the velocity gra-
dients while closer to the outer region of the disk �r̄→1�, the
entropy generation by viscous dissipation increases. Also this ef-
fect is intensified for higher values of �.

The average values are considered since they give an idea for
the total performance of the system. Reducing the entropy genera-
tion on the surface leads to the case of minimization of the en-
tropy generation that maintains the maximum usage of available
energy. Apparently, Kn has effect on the loss of mechanical en-
ergy since it is directly related to slip on the surface.

The dimensionless volumetric entropy generation rate, which is
an important measure of the total entropy generation, can be de-
fined as follows:

Ng,av =
1

∀�
0

m�
0

1

2�r̄Ngdr̄d� �35�

where ∀ is the volume considered. Since the gradients in flow and
thermal fields exponentially decay with increasing �, zero volu-
metric entropy generation is obtained if the complete flow domain
is considered. Therefore, the volumetric entropy generation is cal-
culated inside of a sufficiently large finite domain, which includes
the boundary layer effects of both flow and thermal fields. There-
fore, the integration in Eq. �35� is obtained in the domain 0� r̄
�1 and 0���m, where m is a sufficiently large number.

The change in Ng,av with respect to Kn, �, and Re is shown in
Fig. 8. One can observe that the effect of increasing Re also in-
creases the entropy generation due to the intensified fluid friction
and heat transfer irreversibilities especially for the smaller Knud-
sen number. The effect of Kn is to reduce the velocity gradients in
radial, circumferential, and axial directions as well as the tempera-
ture gradient in the entire flow field. This brings about a reduction
in the volumetric entropy generation rate.

The total local entropy generation in Eq. �34� can be written as
the summation of local entropy generation due to heat transfer
irreversibility �NH�, which is the first term, and the local entropy
generation due to fluid friction irreversibility �NF�, which is the
second term on the right-hand side as follows:

Ng = NH + NF �36�

During the calculations it may be possible to evaluate these terms
separately then compare them to see the dominance of one term
on the other. Local entropy generation due to heat transfer con-
tains only the entropy generation by heat transfer due to axial
conduction from the rotating disk. Local entropy generation due to
fluid friction includes velocity gradients in axial, radial, and cir-
cumferential directions.

Another irreversibility distribution parameter is the Bejan num-
ber �Be�, which is the ratio of entropy generation due to the heat
transfer to the total entropy generation. This number is given in
dimensionless form for the problem considered in this study as
follows �1,36�:

Be =
NH

Ng
=

�����2

�����2 + ��3 Re H����2 + Re2 r̄2�G����2 + F����2��
�37�

Bejan number has values in the range of 0�Be�1 and the spe-
cific value of Be=1 corresponds to a case, where the heat transfer

Fig. 3 Variation in G„�… with respect to � for different Re and
Kn

Fig. 4 Variation in H„�… with respect to � for different Re and
Kn

Table 1 Comparison of results for F�, G�, and Nu at �=0 „Pr
=0.72 and Kn=0…

F��0� G��0� Nu

Proposed 0.510215 �0.615923 0.328573
Owen �6� 0.5102 �0.6159 -
Miklavcic �37� 0.51023262 �0.61592201 -
Shevchuk �11� - - 0.3286
Lin �38� - - 0.32857
Oehlbeck �39� - - 0.341
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irreversibility totally dominates. For Be=0 the fluid friction ef-
fects totally dominate on the entropy generation. For Be=0.5, the
irreversibility caused by viscous effects dominates and for Be
�0.5, the irreversibility caused by heat transfer dominates. When
Be=0.5, the heat transfer and the fluid friction entropy generation
rates are equal.

Figure 9 shows the effects of Kn on the Bejan number for
different values of the Reynolds number. The spatial distribution
of Bejan number shows that the viscous contribution increases
with radial coordinate due to the increasing velocities, as ex-

pected. The effect of the axial coordinate is vice versa, since the
velocity gradients decay faster than the temperature gradient.
Also, figure shows that the Bejan number increases on the surface
and the variation along the axial coordinate is reduced with an
increase in Kn.

The effect of Kn on the Bejan number over the disk surface for
different values of the group parameter and Reynolds number is
shown in Fig. 10. An increase in � decreases Be due to the in-
creasing viscous effects. Another fact is that, Be converges to

Fig. 5 Variation in Ng with respect to r̄ and � „�=10−10
…

Fig. 6 Variation in Ng with respect to Kn for different � and Re
„�=0 and r̄=1…

Fig. 7 Variation in Ng with r̄ for different � and Re „�=0 and
Kn=0.05…
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constant values with increasing Kn. Also, the Bejan number de-
creases with Reynolds due to an increase in viscous effects.

Figure 11 shows the change in Be with respect to Kn for vari-
ous values of Re at different radial locations. It is observed that,
the Bejan number decreases as r̄ increases. The entropy generation
by viscous dissipation increases as a result of higher velocities and
the velocity gradients closer to the outer region of the disk �r̄
→1�. Bejan number converges to 1 where the thermal effects
dominate the entropy generation �40�.

The average Bejan number can be defined similar to the defi-
nition of average entropy generation.

Beav =
1

∀�
0

m�
0

1

2�r̄ Be dr̄d� �38�

The change in average Bejan number with respect to the Knudsen
number, Reynolds number, and group parameter are investigated
and depicted in Fig. 12. The increase in � and Re bring about

Fig. 8 Variation in Ng,av with respect to Kn for different � and
Re

Fig. 9 Variation in Be with respect to r̄ and � „�=10−10
…

Fig. 10 Variation in Be with respect to Kn for different � and
Re „�=0 and r̄=1…
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decrease in average Be due to the increasing viscous effects.
Nusselt Number, which is the ratio of convective heat transfer

to the conductive heat transfer, can be given as follows �41�:

Nu = −
�����

��
�39�

The variations in the heat transfer rate along the main flow direc-
tion ��� for a rotating disk at several Knudsen and Reynolds num-
bers are shown in Fig. 13. It is clear that the temperature jump at
the wall for nonzero Kn cases reduces the amount of heat transfer
from the wall. Despite the constant wall temperature, the heat

transfer rate is not constant. It is possible to deduce from Fig. 13
that velocity slip together with temperature jump dramatically re-
duces the heat transfer rates. While the Knudsen number in-
creases, the heat transfer rate diminishes since the temperature
jump and velocity slip effects increase due to the rarefaction. The
Nusselt number approaches to zero for increasing �. The variation
of Nusselt number with Kn and Re on the disk surface ��=0� is
presented in three-dimensional form in order to better visualize
the effect of system parameters on the heat transfer from the disk
surface in Fig. 14.

Since the significant velocity and temperature gradients in the
fluid are confined into the layers in the region adjacent to the disk
surface, the thickness of these layers can be defined by certain
standard measures �41�. For the tangential direction, the displace-
ment thickness can be defined as follows:

�dis =�
0

�

G���d� �40�

where �dis is defined as a fictitious fluid-layer thickness. This layer
is rotating at uniform tangential velocity and this layer is also
capable to carry a tangential mass flow equal to that carried by the
actual tangential velocity distribution. Similarly it is possible to
define, as a measure of the extent of the thermal layer, a thermal
thickness based on the temperature excess above the ambient is
introduced as

�t =�
0

�

����d� �41�

Figure 15 shows the change in �dis and �t with respect to � for
different values of Re and Kn. The thicknesses of both fictitious
layers increase with Kn and Re. The results for Kn=0 are in good
agreement with the results of Attia for the steady state case �41�.

5 Conclusion
In this study, the equation of entropy generation for the flow

over a rotating free disk for steady and axially symmetrical case in
a Newtonian fluid is derived. DTM based numerical-analytical
method is used to solve the Navier–Stokes and energy equations
with velocity slip and temperature jump conditions at the disk
surface. Although similar procedure is followed as in our previous
studies �29,30,36�, this time temperature jump conditions are in-
cluded. Graphical representations for local and volumetric values
of entropy generation and Bejan number are presented for differ-
ent values of the flow parameters. The common property observed
in these figures is that the effect of Kn number is to reduce the

Fig. 11 Variation in Be with respect to Kn for different Re and
r̄ „�=10−10 and �=0…

Fig. 12 Variation in Beav with respect to Kn for different � and
Re

Fig. 13 Variation in Nu with respect to � for different Kn and
Re

Fig. 14 Variation in Nu with respect to Kn and Re on the disk
surface „�=0…
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magnitude of entropy generation. It is noticed that the entropy
generation over the disk is directly related to Reynolds number
and Group parameter.

Furthermore, in this study, the Nusselt number is calculated to
show the variation in the heat transfer rate between the ambient
fluid and the rotating disk surface. Velocity slip together with
temperature jump at the wall reduces the amount of heat transfer
from the rotating disk. Variations in displacement and thermal
thicknesses are obtained for different field parameters.

The results of this study give an opportunity to the designer to
use the second law of thermodynamics in efficiency calculations
of rotating fluidic systems, since second law-based calculations
for many engineering systems are more reliable than first law-
based calculations. This study could be used to optimize the de-
sign of such systems by following the same procedure to mini-
mize the entropy generation rate.

Nomenclature
Be � Bejan number, NH /Ng

Beav � average Bejan number
Br � rotational Brinkman number, 	
2R2 /k�T
cp � constant temperature specific heat, kJ kg−1 K−1

Ec � Eckert number, �
R�2 /cp�T
F , f � dimensionless radial velocities
G ,g � dimensionless circumferential velocities
H ,h � dimensionless axial velocity

F̃ � differential transform of f

G̃ � differential transform of g

H̃ � differential transform of h
k � thermal conductivity, W m−1 K−1

Kn � Knudsen number, � /R
n � number of terms considered in DTM

calculation
Ng � dimensionless entropy generation rate,

ṠG� / �k
��T /	Tw�
Ng,av � average entropy generation rate

NH � entropy generation due to heat transfer
irreversibility

NF � entropy generation due to fluid friction
irreversibility

Nu � Nusselt number, −����� /��
p � pressure, N /m2

P � dimensionless pressure
Pr � Prandtl number, 	cp /k
r � radial coordinate, m
r̄ � dimensionless radial coordinate, r̄=r /R
R � radius of the disk, m

Re � rotational Reynolds number, Re=
R2 /

ṠG� � entropy generation rate
T � temperature, K

Tw � temperature on the disk, K
Ts � surface temperature, K
T� � temperature at infinity, K
u � radial velocity, m/s

Us � slip-flow velocity, m/s
Uw � velocity of the disk, m/s

v � circumferential velocity, m/s
w � axial velocity, m/s
z � axial coordinate, m

Greek Letters
� � dimensionless temperature difference,

�=�T /Tw
� � specific heat ratio

�T � temperature difference, Tw−T�

� � slip factor, ��2−�v��
1/2� /�v1/2

�dis � displacement thickness
�t � thermal thickness
� � dimensionless axial coordinate, z�
 /
� � dimensionless temperature, �= �T−T�� / �Tw

−T��
� � mean free path, m
	 � dynamic viscosity, Nm−2 s
 � kinematic viscosity, m2 /s
� � stretched dimensionless axial coordinate, e−c�

� � density, kg /m3

�v � tangential momentum accommodation
coefficient

�t � energy accommodation coefficient
� � temperature jump factor ��2−�t� /�t��2� / �1

+����Kn /Pr��Re
� � group parameter, �=Br /� Re2


 � angular velocity of the rotating disk, rad/s
∀ � dimensionless volume

Appendix
The differential transform of Eqs. �19�–�21� is evaluated as be-

low.

F̃�k� =
1

k�k − 1��l=0

k

�F̃�l�F̃�k − l� − G̃�l�G̃�k − l� − lF̃�l�H̃�k − l��

�A1�

G̃�k� =
1

k�k − 1��l=0

k

�2F̃�l�G̃�k − l� − lG̃�l�H̃�k − l�� �A2�

H̃�k� =
2

k
F̃�k� �A3�

where k�2 and F̃�k�, G̃�k�, and H̃�k� correspond to the differen-
tial transform of f���, g���, and h���, respectively. To evaluate the
dependent variables, it is necessary to know the missing BCs

f��0�, g��0�, and h��0�. First, the values of F̃�k�, G̃�k�, and H̃�k� in
terms of f��0�= f1, g��0�=g1 are obtained. Then, by using the BCs
given in Eqs. �22� and �23� for �=1, f1, g1, and c are evaluated.
This approach is cost efficient and works much faster than the
numerical techniques since it is not iterative, i.e., the boundary
conditions are not evaluated by using a shooting technique, in-
stead they are evaluated at once. Then, the BCs given in Eqs. �22�
and �23� for �=0 are transformed as follows:

Fig. 15 Variation in �dis and �t with respect to Kn for different
Re
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F̃�0� = 0, G̃�0� = 0, H̃�0� = 0, and F̃�1� = f1, G̃�1� = g1

�A4�
By using the recurrence relations in Eqs. �A1�–�A3� and the trans-

formed boundary conditions in Eq. �A3�, F̃�k�, G̃�k�, and H̃�k� for
k=2,3 , . . . . ,N are evaluated. Then, invoking the inverse transfor-
mation rule in Ref. �34�, the series solutions are obtained.

f��� = �
k=0

N

F̃�k��k, g��� = �
k=0

N

G̃�k��k, h��� = �
k=0

N

H̃�k��k

�A5�

where N is the number of terms to be considered. By calculating
up to N=6, it gives

f��� = f1� −
1

2
�f1

2 + g1
2��2 +

1

4
f1�f1

2 + g1
2��3 −

1

144
�f1

2 + g1
2��17f1

2

+ g1
2��4 +

f1�f1
2 + g1

2��61f1
2 + 13g1

2�
1152

�5

−
�f1

2 + g1
2��1971f1

4 + 854f1
2g1

2 + 35g1
4�

86400
�6 + . . . �A6�

g��� = g1� −
1

12
g1�f1

2 + g1
2��3 +

1

18
f1g1�f1

2 + g1
2��4

−
g1�f1

2 + g1
2��53f1

2 + 5g1
2�

1920
�5 +

f1g1�f1
2 + g1

2��65f1
2 + 17g1

2�
5400

�6

+ . . . �A7�

h��� = 2f1� −
1

2
�f1

2 + g1
2��2 +

1

6
f1�f1

2 + g1
2��3 −

1

288
�f1

2 + g1
2��17f1

2

+ g1
2��4 +

f1�f1
2 + g1

2��61f1
2 + 13g1

2�
2880

�5

−
�f1

2 + g1
2��1971f1

4 + 854f1
2g1

2 + 35g1
4�

259200
�6 + . . . �A8�

The solutions are given here up to O��6�, however, one can easily
evaluate higher-ordered terms. After evaluating f���, g���, and
h���, the original dependent variables F���, G���, and H��� are
obtained by using Eqs. �17� and �18�. Also, in the case of neces-
sity, one can obtain P��� from the following equation:

P��� − P0 = H���2/2 − H���� �A9�
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An Experimental Study on Heat
Transfer Around Two Side-by-Side
Closely Arranged Circular
Cylinders
The present paper describes heat transfer around two side-by-side closely arranged
circular cylinders. The flows around two circular cylinders in a side-by-side arrangement
can be classified into three flow patterns according to the gap between the two cylinders.
The heat transfer characteristics of the cylinders in each flow regime were experimentally
investigated. The diameter of the circular cylinders was 40 mm and the gap between the
two cylinders varied from 4 mm to 40 mm. The free stream velocity ranged from 4 m/s to
24 m/s, resulting in Reynolds nos. ranging from 1.1�104 to 6.2�104. The local heat
transfer coefficient of both cylinders was measured. The overall Nusselt no. of the two
cylinders was found to be minimum at G /D��gap /diameter��0.4, which is the mini-
mum drag coefficient condition of the two cylinders, too. �DOI: 10.1115/1.4002147�

Keywords: two circular cylinders, side-by-side arrangement, heat transfer, flow
visualization

1 Introduction

Flows around buildings in close proximity to each other and in
tube bundles in heat exchangers depend on the configurations of
the buildings or the tubes. Tandem and side-by-side arrangements
of two circular cylinders are among the most basic configurations.
As such, several studies have investigated flows around two cir-
cular cylinders in side-by-side closely spaced arrangements �e.g.,
Refs. �1–4��. Previous studies have examined, for example, the
pressure distribution, fluid force, and vortex structure �5,6�.

According to Zdravkovich �4�, three distinct interference flow
regimes were observed and these regimes depend on the gap be-
tween the cylinders. The Strouhal no. shows the flow characteris-
tics of the two closely spaced cylinders in a side-by-side arrange-
ment. Figure 1 shows the relationship between the Strouhal no. St
and the gap ratio G /D and the photographs of three typical flow
patterns. Three distinct interference flow regimes have been ob-
served as follows. �1� The single eddy street regime �G /D
�0.2–0.3� in which the flow through the gap adheres to the upper
cylinder and forms a large eddy behind the two cylinders as a
single bluff body. �2� The biased flow regime �0.3�G /D�1� in
which the gap flow forms a narrow wake and exhibits higher
frequency vortex shedding while lower cylinder has a wider wake
and exhibits lower frequency vortex shedding. In the biased flow
regime, the gap flow intermittently switches from one side to the
other side of cylinders. �3� The coupled wake regime �1�G /D� in
which both wakes have the same size and frequency.

The flow patterns and fluid forces acting on the cylinders
change drastically according to the gap size. The heat transfer
around each cylinder can be changed by varying this gap size. The
present study investigates the heat transfer characteristics of two
cylinders in a side-by-side closely spaced arrangement. The local
and average heat transfers around the cylinders are measured for
various gap sizes and Reynolds nos.

2 Experimental Apparatus and Method
The coordinate system and notation used in this study are pre-

sented in Fig. 2. The experiments were performed in a low-speed
wind tunnel with a working section having a height of 400 mm, a
width of 300 mm, and a length of 800 mm. We refer to the upper
and lower cylinders as cylinder nos. 1 and 2, respectively. The
diameter D of the two circular cylinders was 40 mm and the gap
G between the cylinders varied from 4 mm to 40 mm. The free
stream velocity U varied from 4 m/s to 24 m/s and the turbulent
intensity was approximately 0.4% in this velocity range. The Rey-
nolds no. based on D ranged from 1.1�104 to 6.2�104. Sponta-
neous intermittent gap flow switching from one side to the other
was suppressed by setting the cylinders slightly staggered by 2.0
deg from the side-by-side arrangement except for G /D=1.0 be-
cause the switching rarely occur for G /D=1.0. About the stagger-
ing effect on flow field, we previously confirmed that few differ-
ences between with and without stagger by comparing pressure
distribution around two cylinders for both cases. According to a
previous paper �5�, the flow around the slightly staggered cylin-
ders was almost the same as that around the side-by-side cylin-
ders.

Figures 3�a� and 3�b� show a constant-heat-flux model and the
measurement system used in the present study, respectively. The
model was used for the local heat transfer measurements and was
fabricated from a 3 mm thick acrylic resin pipe, which was cov-
ered with 8 �m thick stainless steel sheet. The sheets were elec-
trically connected in series and were heated by applying a direct
current to produce a constant-heat-flux condition. The temperature
difference between the heated face and the free stream was ap-
proximately 10°C. Copper-constantan thermocouples having di-
ameters of 0.1 mm were attached to the underside of the stainless
steel sheets in a spiral arrangement at 10 deg intervals.

The local temperatures on the surfaces of the two cylinders
were measured, simultaneously, with respect to the free stream
velocity and gap parameters. The local heat transfer coefficient h
was obtained as follows:

h = I2R/�A�t-t0�� �1�

where I and R are the current and resistance of the stainless sheet,
A is the active surface area, and t and t0 are the local temperature
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on the surface of the cylinder and the local temperature of the free
stream, respectively.

The experimental uncertainties were calculated using standard
uncertainty analysis methods proposed by Kline �7�. The total
uncertainty for the heat transfer coefficient �h /h is obtained using
the following equation:

�h

h
=���t

t
	2

+ ��qin

qin
	2

+ ��qloss

qloss
	2

�2�

where �t / t, �qin /qin, and �qloss /qloss are the uncertainties of the
measured temperature, the heat input, and the heat loss, respec-
tively. The constant-heat-flux model yielded the following values:
�t / t=2%, �qin /qin=1%, and �qloss /qloss=5%. Therefore, the to-
tal uncertainty for the heat transfer coefficient is within 5.5%.

The flow visualization was performed using the smoke wire
method. Two I-type hot wire probes were used to measure the
vortex shedding frequencies behind the two cylinders. The hot
wires were set up at 1D outside and 2.5D–3.0D downstream from
the center of the cylinders. The I-type hot wire probe was used for
measurement of time averaged velocity and fluctuating velocity of
the wake, too.

Fig. 1 Strouhal no. and three typical flow patterns

Fig. 2 Coordinate system and notation

Fig. 3 Experimental model and measurement system: „a… constant-heat-flux model
and „b… heat transfer measurement system
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The surface pressure on the two cylinders was measured by a
multitube pressure measurement system connected to 0.6 mm di-
ameter pressure taps in a spiral arrangement at 10 deg intervals on
the surfaces of the cylinders. Figure 4 shows the pressure mea-
surement system.

3 Results and Discussion

3.1 Flow Visualization. Figures 5�a�–5�g� are photographs of
the flow visualizations around the two cylinders obtained using
the smoke wire method. The smoke reveals the streamlines, which
describe the behavior of the flow around the cylinders. Figure 5�a�
shows the flow around a single cylinder. Figure 5�b� shows the
flow for G /D=0.1 in which a single vortex street is formed be-
hind the cylinders. The gap flow adheres to the rear face of cyl-
inder no. 1. The shear layer that separates from the lower side of
cylinder no. 2 rolls up and reattaches itself. The front stagnation
points of both cylinders shift toward the center of the gap. In Figs.
5�c�–5�f�, for G /D=0.2–0.6, the gap flow becomes biased toward
the upper cylinder and rolls up behind it. The upper and lower
cylinders have narrow and wide wakes, respectively. As the gap
increases, the narrower wake widens. In addition, the separated
shear layers extend and the front stagnation points move gradually

from the direction of the center of the gap between the cylinders
toward the front of the cylinders. In Fig. 5�g�, for G /D=1.0,
coupled wakes are formed and antiphase vortex shedding occurs.

3.2 Local Heat Transfer. The local Nusselt no. distributions
of the two cylinders for various gap ratios are shown in Figs.
6�a�–6�g�, which are the same conditions as in Fig. 5. Generally,
as the gap increases, the points at which the Nusselt nos. are
maximum, near the front of the cylinder, moves from the direction
of the center of the gap between the cylinders to the front of the
cylinders. The Nusselt no. at the rear of cylinder no. 2 is lower
than that of cylinder no. 1 and that of the single cylinder. Figure
6�b� shows the distribution for G /D=0.1 where cylinder no. 2 has
two Nusselt no. peaks at �=30 deg and 120 deg, which are,
respectively, the front stagnation point and the rear reattachment
point of the separated shear layer, as shown by the flow visualiza-
tion photograph in Fig. 5�b�. Figures 6�c�–6�f� show the distribu-
tions for G /D=0.2–0.6; the Nusselt nos. near the front of both
cylinders are higher than those near the rear, because different
width wakes are formed behind the cylinders. Figure 6�g� shows
almost the same Nusselt no. distribution as that for the single
cylinder.

Figure 7 shows the variations in the average Nusselt nos. on the
front face Nuf ��=−90–90 deg� and rear face Nur ��=90–
−90 deg� as a function of the gap ratio in order to assess the
influence of the gap. The Nusselt nos. at the front and rear areas of
a single circular cylinder can be expressed as follows �8�:

Nuf = 0.746 Re0.5 �3�

Nur = 0.114 Re0.67

�4�
for 103 � Re � 105

The front face is covered with a laminar boundary layer and the
correlation between the Nusselt no. and the Reynolds no. in the
laminar flow is Nu�Re0.5. For the rear face in the separated re-
gion, the correlation is Nu�Re0.67 �8�. Therefore, we divided Nuf
and Nur by Re0.5 and Re0.67, respectively. The gap ratio has little
effect on Nuf of both cylinders but affects Nur especially for the
lower cylinder. Here, Nur has a minimum value at G /D
=0.3–0.4.

3.3 Average Heat Transfer. Figures 8�a�–8�f� show the av-
erage Nusselt no. of cylinder nos. 1 and 2, Num1 and Num2,
respectively, as a function of the Reynolds no. for the gap ratios.
Figure 8�a� shows the average Nusselt no. for the single eddy
street regime. Figures 8�b�–8�e� show the average Nusselt nos. for
the bias flow regime and Fig. 8�f� shows the average Nusselt no.
for the coupled wake regime. For Figs. 8�a�–8�e�, the values of

Fig. 4 Pressure measurement system

Fig. 5 Flow visualization around the two cylinders „Re=3.1
Ã104

…: „a… single cylinder, „b… G /D=0.1, „c… G /D=0.2, „d… G /D
=0.3, „e… G /D=0.4, „f… G /D=0.6, and „g… G /D=1.0
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Num1 and Num2 are less than that of Nu for the single circular
cylinder and the value of Num1 is higher than that of Num2. For
Fig. 8�f�, the values of Num1 and Num2 agree well with Nu of the
single cylinder and the value of Num1 is identical to the value of
Num2. The variation between Num1 and Num2 gradually de-

creases as the gap becomes larger.
The average Nusselt no. of the two cylinders Num �=�Num1

+Num2� /2� is shown in Fig. 9. Num has a minimum value at
G /D=0.4 �Re�1.8�104� and G /D=0.3 �Re	1.8�104�. Figure

Fig. 6 Local Nusselt no. distributions: „a… single cylinder, „b… G /D=0.1, „c… G /D=0.2, „d… G /D=0.3, „e… G /D
=0.4, „f… G /D=0.6, and „g… G /D=1.0
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Fig. 7 Correlation among Nuf, Nur, and the gap ratio: „a… cylinder no. 1 and
„b… cylinder no. 2

Fig. 8 Average Nusselt no. of cylinder nos. 1 and 2: „a… G /D=0.1, „b… G /D=0.2, „c… G /D=0.3, „d…
G /D=0.4, „e… G /D=0.6, and „f… G /D=1.0
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10 shows the correlation between Num and the gap ratio. The gap
ratio of the minimum Num shifts 0.4–0.3 with increasing Rey-
nolds no.

3.4 Pressure Field and Wake. We measured the pressure dis-
tribution around the two cylinders to determine the pressure field.
The pressure coefficient distributions Cp around the cylinders for
G /D=0.3 and G /D=0.4 are shown in Fig. 11. In both cases, the
value of Cp on the rear face of cylinder no. 2 is lower than that of
cylinder no. 1 and that of a single cylinder because cylinder nos. 1
and 2 have narrow and wide wakes, respectively. Figure 12 shows
the drag coefficients CD of the two cylinders, which are obtained
by integrating the surface pressure distribution. The drag coeffi-
cients CD of both cylinders have minimum values at G /D
=0.3–0.4. This indicates that the shear layers that separated from
both cylinders elongated downstream and rolled up and formed
vortex in the far distance from the cylinders. Therefore, the drag
decreases and the Nusselt no. at the rear face also decreases.

To discuss further on the hypothesis, we measured velocity dis-
tribution behind the two cylinders. Figure 13 shows the velocity

u /U and turbulence intensity �u /U behind the two cylinders
where �u is the RMS value of the fluctuating velocity. Figure
13�a� shows the distributions for G /D=0.1 in which a single vor-
tex street is formed behind the cylinders. In Figs. 13�b� and 13�c�,
the gap flow becomes biased. The difference between Figs. 13�b�
and 13�c� is shown clearly in the distributions in x /D=3.0. For
G /D=0.2 in x /D=3.0 and Y /D= 
2–3, the velocity and turbu-
lence intensity change suddenly. Same position for G /D=0.3,
these change gently. In x /D=5.0 and 8.5, slight differences be-
tween G /D=0.2 and G /D=0.3 appeared. Sudden change in ve-

Fig. 10 Correlation between average Num and the gap ratio

Fig. 11 Pressure coefficient distribution „G /D=0.4 and Re=4.2Ã104
…

Fig. 9 Average Nusselt no. of the two cylinders
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locity generates a strong vorticity, therefore, the separated shear
layers elongate longer and roll up weaker for G /D=0.3 than that
for G /D=0.2. Figure 13�d� shows the coupled wakes for G /D
=1.0.

4 Conclusions
Experimental studies were conducted on the heat transfer

around two circular cylinders in a side-by-side arrangement using
a low-speed wind tunnel. Intermittent gap flow switching was
suppressed by setting the cylinders to be slightly staggered from
the side-by-side arrangement.

The experimental results revealed the following. Cylinder nos.
1 and 2 have narrow and wide wakes, respectively. The gap ratio
strongly affects the heat transfer at the rear face of the two cylin-
ders. The overall Nusselt no. of the two cylinders has a minimum
at G /D=0.4 �Re�1.8�104� and G /D=0.3 �Re	1.8�104�,
which is the condition for minimum drag coefficient of both cyl-
inders. These findings indicate that the shear layers that separated
from both cylinders elongated downstream and rolled up and
formed vortex in the far distance from the cylinders. As a result,
the drag decreased and the Nusselt no. of rear face decreased,
simultaneously.

Nomenclature
CD � pressure drag coefficient of the circular

cylinder
Cp � pressure coefficient= �p−p0� /0.5 �U0

2

D � diameter of the circular cylinder
f � vortex shedding frequency from the circular

cylinder
G � gap between the two circular cylinders
h � local heat transfer coefficient

hm � overall heat transfer coefficient
Nu � local Nusselt no.=hD /�

Num � average Nusselt no.= �Num1+Num2� /2
p and p0 � pressure and static pressure

St � Strouhal no.= fD /U
Re � Reynolds no.=UD /

U and u � free stream velocity and velocity
�u � RMS value of fluctuating velocity

� � angle
 and � � kinematic viscosity and density of the fluid

Subscripts
f and r � front and rear parts of the cylinders

Fig. 13 Velocity and turbulence intensity distributions behind two cylinders: „a… G /D=0.1, „b… G /D=0.2, „c… G /D=0.3, and
„d… G /D=1.0

Fig. 12 Drag coefficient „Re=4.2Ã104
…
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1 and 2 � cylinder nos. 1 and 2
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An Experimentally Validated
Numerical Modeling Technique
for Perforated Plate Heat
Exchangers
Cryogenic and high-temperature systems often require compact heat exchangers with a
high resistance to axial conduction in order to control the heat transfer induced by axial
temperature differences. One attractive design for such applications is a perforated plate
heat exchanger that utilizes high conductivity perforated plates to provide the stream-to-
stream heat transfer and low conductivity spacers to prevent axial conduction between
the perforated plates. This paper presents a numerical model of a perforated plate heat
exchanger that accounts for axial conduction, external parasitic heat loads, variable fluid
and material properties, and conduction to and from the ends of the heat exchanger. The
numerical model is validated by experimentally testing several perforated plate heat
exchangers that are fabricated using microelectromechanical systems based manufactur-
ing methods. This type of heat exchanger was investigated for potential use in a cryo-
surgical probe. One of these heat exchangers included perforated plates with integrated
platinum resistance thermometers. These plates provided in situ measurements of the
internal temperature distribution in addition to the temperature, pressure, and flow rate
measured at the inlet and exit ports of the device. The platinum wires were deposited
between the fluid passages on the perforated plate and are used to measure the tempera-
ture at the interface between the wall material and the flowing fluid. The experimental
testing demonstrates the ability of the numerical model to accurately predict both the
overall performance and the internal temperature distribution of perforated plate heat
exchangers over a range of geometry and operating conditions. The parameters that were
varied include the axial length, temperature range, mass flow rate, and working
fluid. �DOI: 10.1115/1.4000673�

Keywords: perforated plate, heat exchanger, axial conduction, cryogenic, MEMS

1 Introduction

Perforated plate heat exchangers were invented in the 1940s by
McMahon et al. �1� and are often used to provide a compact
design for a recuperative heat exchanger in applications where
high effectiveness is required in the presence of a large operating
temperature span. A perforated plate heat exchanger is constructed
of many plates that are oriented perpendicular to the flow. Two
different types of plates are used in an alternating sequence. Low
conductivity spacers provide a high axial resistance and the per-
forated plates provide a high stream-to-stream conductance to cre-
ate a compact heat exchanger. The plates are hermetically sealed
to prevent fluid leakage between the streams and to the external
environment. Figure 1 illustrates, qualitatively, the temperature
distribution expected in the fluids and the spacer/heat transfer
plate material �2�.

The perforated plates are composed of high conductivity mate-
rial and include many small flow passages. Therefore, the stream-
to-stream thermal resistance within the heat exchanger plate is
low. The spacer is made of low conductivity material and the
cross-sectional area available for axial conduction in each spacer
is small. Therefore, the temperature gradient across each spacer is
approximately linear. The fluid passing through the spacer does

not change temperature significantly because there is very little
surface area for heat transfer and therefore the stream-to-stream
thermal communication is poor.

Perforated plate heat exchangers have been used as the recu-
perative heat exchanger for cryogenic refrigerators. For example,
perforated plate heat exchanger consisting of copper heat transfer
plates interspersed with stainless steel spacers have been used in
turbo-Brayton cryocooler for space applications �3�. Jeheon and
Jeong �4� discussed a perforated plate heat exchanger fabricated
from copper plates separated by Kapton spacers. Venkatarathnam
and Sarangi �5� presented a review of perforated plate heat ex-
changers and their manufacture and application.

Modeling of perforated plate heat exchangers is often accom-
plished by ignoring the discrete nature of the plate-spacer struc-
ture of the heat exchanger in order to treat the plates as a series of
fins. This approach ignores the impact of the discrete plates that is
clearly evident in Fig. 1 as well as the effect of axial conduction.
For high effectiveness applications, these effects can dominate the
performance of the heat exchanger. Venkatarathnam �6� derived
the closed form effectiveness-NTU solution for a perforated plate
heat exchanger. However, the use of this solution necessarily ne-
glects the effect of temperature-dependent properties and does not
explicitly include the effect of axial conduction. Several research-
ers have examined the impact of axial conduction on continuous
heat exchangers, for example, Refs. �7–10�. More detailed nu-
merical models of perforated plate heat exchanger models simu-
late each plate-spacer pair individually and integrate these solu-
tions using energy balances. Examples of this approach include
Refs. �11–13�.
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The numerical model presented in this paper is an example of
this approach. The detailed heat exchanger numerical model pre-
viously published by Nellis �8� in order to understand the impact
of axial conduction and parasitic heat load is used to simulate
each individual plate. The model was expanded in order to allow
a specified heat transfer rate at each end. The models of individual
plates are integrated via energy balances in order to develop a
detailed numerical model of the entire perforated plate heat ex-
changer.

The model was specifically applied to a perforated plate heat
exchanger with silicon heat transfer plates and borosilicate glass
spacers that was manufactured using microelectromechanical sys-
tems �MEMS�-based processes. The heat exchanger was instru-
mented and installed in a vacuum test facility for performance
testing. One advantage of MEMS-based manufacturing is that it is
possible to integrate various types of sensors with the plates.
Some of the tested perforated plate heat exchangers included
platinum resistance thermometers �PRTs� integrated with indi-
vidual plates, allowing the resolution of the internal details of the
heat exchanger processes. These integrated PRTs provide the only
direct and internal verification of a perforated plate heat ex-
changer model that the authors are aware of and clearly show
interesting behavior such as the temperature-jump phenomena that
is expected for heat exchangers experiencing a large amount of
axial conduction. Other researchers �for example, Refs. �13,14��
have compared the overall performance �e.g., heat transfer rate or
effectiveness� with model prediction but have not measured and
compared the internal temperature distribution.

Section 1 describes the numerical model of a single plate. Sec-
tion 2 describes the energy balances that are necessary to integrate
the single-plate models and models of the spacers in order to
develop a set of equations that describe the thermal behavior of
the entire heat exchanger. The implementation of these equations
in the iterative equation solver EES �15� is discussed. Section 5
presents the experimental measurements that are used to validate
the numerical model, including in situ measurements of the tem-
perature distribution within the heat exchanger.

2 Single-Plate Heat Exchanger Model
The model of a single heat exchanger plate is based on the

numerical simulation technique developed by Nellis �8�. Figure 2
illustrates a schematic of a single plate, which experiences a flow
of hot fluid on one side �entering at Th,in with total capacitance

rate Ċh� and cold fluid on the other �entering at Tc,in with total

capacitance rate Ċc� as well as an external and parasitic heat trans-
fer to the hot fluid �q̇h� and the cold fluid �q̇c� along the length of
the plate and into either end of the plate �q̇w,h and q̇w,c�. Within
any single plate, the properties of the working fluid and material
are assumed to be temperature independent, but they may vary
from plate to plate.

The model is developed in dimensionless form in order to
maximize its utility and modularity. The dimensionless tempera-
tures of the hot fluid ��h�, cold fluid ��c�, and wall ��w� are defined
according to

� =
T − Tc,in

Th,in − Tc,in
�1�

The axial conduction parameter � is the dimensionless parameter
that captures the relative importance of axial conduction within
the plate �not across the entire heat exchanger�. The axial conduc-
tion parameter is approximately equal to the ratio of the heat
conducted axially to the heat conducted stream-to-stream and it is
defined according to �7�

� =
1

RacĊmin

�2�

where Rac is the thermal resistance to axial conduction through the

plate and Ċmin is the minimum capacitance rate. The dimension-
less parasitic heat loads along the length of the plate ��h and �c�
and into the ends of the plate ��w,h and �w,c� are defined by nor-
malizing against the maximum possible rate of heat transfer:

� =
q̇

Ċmin�Th,in − Tc,in�
�3�

The dimensionless capacitance rates of the hot and cold fluid are
defined as

� =
Ċh

Ċmin

�4�

� =
Ċc

Ċmin

�5�

The total number of transfer units on either side of the plate
�NTUh and NTUc� is defined as the ratio of the conductance be-
tween the stream and the plate �UAh and UAc� to the minimum

capacity rate �Ċmin�.

NTUh =
UAh

Ċmin

�6�

NTUc =
UAc

Ċmin

�7�

The conductance must include the convective heat transfer be-
tween the fluid and the surface as well as conduction resistance
within the plate.

Each plate is modeled using a numerical model based on a
finite difference technique. Figure 3 illustrates the distribution of
the nodes within the plate.

The dimensionless axial distance from the hot end of the plate
�Z� is defined according to

Fig. 1 Qualitative temperature distribution in a spacer/heat
transfer plate unit †2‡

Fig. 2 Schematic of a single plate
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Z =
x

L
�8�

where x is the axial distance from the hot end of the plate and L is
the total thickness of the plate. The dimensionless width of an
individual element is

�Z =
�x

L
�9�

where �x is the dimensional width of the element. The computa-
tional efficiency of the numerical model is increased by using an
exponentially distributed grid of nodes in order to allow the ele-
ments to be concentrated toward the ends of the plate. The width
of an individual element �Zi is calculated using

�Zi =
exp�− ��1 − 2i/N��

2�i=1
N/2exp�− ��1 − 2i/N��

�10�

where N is the number of elements and � is the grid concentration
factor. If the grid concentration factor � is equal to 0, then the grid
is equally distributed across the length of the heat exchanger.
Positive values of � result in the elements being concentrated near
the heat exchanger ends and negative values result in the elements
being concentrated in the middle of the heat exchanger.

The dimensionless hot side energy balance for an arbitrary ith
segment is given by

�h�h,i−1 + �h�Zi = �h�h,i + NTUh�Zi��h,i + �h,i−1

2
− �w,i� for i

= 1, . . . ,N �11�

The dimensionless cold side energy balance for an arbitrary ith
segment is

�c�Zi + �c�c,i + NTUc�Zi��w,i −
�c,i + �c,i−1

2
� = �c�c,i−1 for i

= 1, . . . ,N �12�

The dimensionless wall energy balance for an arbitrary ith seg-
ment is

�w�Zi + NTUh�Zi��h,i + �h,i−1

2
− �w,i� +

2�

�Zi + �Zi−1
��w,i−1 − �w,i�

= NTUc�Zi��w,i −
�c,i + �c,i−1

2
� +

2�

�Zi + �Zi+1
��w,i

− �w,i+1� for i = 2 ¯ �N − 1� �13�
The wall elements at the ends of the heat exchanger must be
treated separately. The energy balances on the first and last seg-
ments are

�w�Z1 + NTUh�Z1��h,1 + �h,0

2
− �w,1� +

�

�Z0
��w,0 − �w,1�

= NTUc�Zi��w,1 −
�c,1 + �c,0

2
� +

2�

�Z1 + �Z2
��w,1 − �w,2�

�14�

NTUh�ZN��h,N + �h,N−1

2
− �w,N� + �w�ZN +

2�

�ZN + �ZN−1
��w,N−1

− �w,N� = NTUc�ZN��w,N −
�c,N + �c,N−1

2
� +

�

�ZN+1
��w,N

− �w,N+1� �15�
Four boundary conditions are required to complete the set of al-
gebraic equations. Two boundary conditions are defined by the
fluid inlet temperatures:

�h,i=0 = 1 �16�

�c,i=N = 0 �17�
The wall end conduction boundary equations are

�w,i=0 =
�w,h�Z0

�
+ �w,i=1 �18�

�w,i=N =
�w,c�ZN+1

�
+ �w,i=N+1 �19�

The numerical model is implemented as a subprogram in EES �15�.
The subprogram requires the dimensionless characteristics of the
plate and inlet conditions; it returns the dimensionless outlet fluid
temperatures ��h,out and �c,out� as well as the dimensionless tem-
perature of the wall material at the hot and cold ends ��w,h and
�w,c�. These values can be used to compute the outlet fluid tem-
peratures �Th,in and Tc,in� and hot and cold end wall temperatures
�Tw,h and Tw,c�.

3 Integration of the Single-Plate Heat Exchanger
Models

The perforated plate heat exchanger is modeled as a series of
constant property heat exchangers �one per plate� using the single-
plate heat exchanger model described in Sec. 2. The plates and
spacers are integrated, as shown in Fig. 4.

Fig. 3 Distribution of the nodes used to simulate a single plate

Fig. 4 Integration of plates and spacers in order to simulate a perforated plate heat
exchanger
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The thermodynamic and transport properties of the fluid and
material are evaluated using the temperatures and pressures at the
axial midpoint of each perforated plate. The numerical model de-
scribed with an exponentially distributed grid �the concentration
factor is set to �=1.5� provides the temperature distribution within
each plate and the outlet temperatures. This approach of sepa-
rately simulating each plate using a detailed numerical model al-
lows for accurate estimates of the temperature distribution with
modest computational effort.

The surface area of the spacers is so small �28 mm2 versus
430 mm2� and the thermal conductivity is so small relative to the
perforated plates �less than 1.3 W/m K for glass versus greater
than 150 W/m K for silicon� that the stream-to-stream heat trans-
fer in the spacers can be neglected. This is a conservative assump-
tion as any small additional heat transfer that occurs between the
plates will improve the heat exchanger performance. However, the
quantity of heat that is conducted axially through each spacer into
the adjacent heat exchanger plate cannot be neglected. Figure 4
shows the numbering system used to integrate the plate and spacer
models.

The plate and spacer models are integrated as follows. For an
arbitrary plate j, the hot fluid inlet temperature is taken to be the
hot fluid outlet temperature of plate j−1 �i.e., no energy transfer
occurs as the fluid passes through the spacer�. Similarly, the cold
fluid inlet temperature is taken to be the cold fluid outlet tempera-
ture of plate j+1. The hot fluid inlet temperature for the first plate
�plate 1� is the temperature of the hot fluid entering the device.
The cold fluid inlet temperature for the last plate �plate Np� is the
temperature of the cold fluid entering the device. The ends of the
perforated plate heat exchanger are assumed to be insulated.
Therefore, q̇w,h,1 and q̇w,c,Np are both zero. The rates of heat trans-
fer into the ends of each plate are related to the end temperatures
according to the resistance of the spacers:

q̇w,c,j = q̇w,h,j+1 =
�Tw,c,j − Tw,h,j+1�

Rsp,j
for j = 1, . . . ,Np �20�

where Rsp is the thermal resistance of the spacer, also computed at
the average temperature of the spacer.

The calculation of the plate conductance and plate and spacer
thermal resistances as well as the parasitic heat loads all depend
on the specific geometry and materials used to construct the per-
forated plate heat exchanger and the fluid properties. In general,
user-specific functions must be written in order to account for the
geometry, materials, and working fluids for the particular heat
exchanger being studied. Further details about the numerical
model as well as a discussion of the specific calculations used to
model the experimental perforated plate heat exchanger that is
presented in this paper are presented in Ref. �16�.

The solution to the set of implicit nonlinear equations required
to simulate the perforated plate heat exchanger is facilitated by the
use of the iterative equation solver EES �15� and a set of reason-
able initial guess values. Because of the nonlinear character of the
equations related to the temperature-dependent properties, the
model has a low probability of convergence unless a systematic
approach is used to provide reasonable guess values for the itera-
tion process. The following guidelines are used to develop a set of
guess values that will allow the equation solver to reliably con-
verge on a solution.

A linear temperature distribution is assumed and used as guess
values for the wall and fluid streams and a constant fluid pressure
is assumed for each stream. In addition, all thermophysical prop-
erties should initially be set by the user to constant values consis-
tent with the average value of these quantities. If parasitic heat
loads exist, they should initially be set to zero. If a small number
of plates are chosen, the model should converge on a solution very
quickly in this limit. The number of plates �Np� should be gradu-
ally increased �after the guess values are updated� until the desired
number of plates is reached. The number of segments used to
simulate each perforated plate �N� should be kept low �between 4

and 8� during this step in order to reduce computational time. The
results from the previous solution should always be used as the
guess values for the next solution in order to optimize conver-
gence time and reliability. The next step is to adjust the number of
segments used to simulate each perforated plate. The number of
segments required is dependent on the accuracy required and the
temperature differences �stream-to-stream and axial�. As a general
rule, the number of nodes should be increased until the stream
outlet temperatures remain constant to within a desired accuracy.
The user-specific material and fluid property functions with the
largest impact on the temperature distribution and the most vari-
ability across the entire heat exchanger should be included into the
numerical model first, after updating guess values based on the
constant property solution. In refrigeration applications, the work-
ing fluid is generally at or near the liquefaction temperature near
the cold end of the heat exchanger and therefore the fluid proper-
ties are often more important and more temperature dependent
than the material properties. Usually, it is best to activate
temperature-dependent fluid heat capacity first, followed by the
axial and stream-to-stream thermal resistances and then the pres-
sure drop, and parasitic heat load calculations.

These guidelines were found to be useful in the process of
modeling the cryogenic heat exchanger discussed in Sec. 4. Dif-
ferent applications may require a re-ordering of the sequence in
which variables are switched from constant to temperature depen-
dent. In addition, some applications may allow some of the above
steps to be performed in parallel, while other applications may
require the activation of temperature-dependent properties one
stream at a time.

The effectiveness of the heat exchanger is the primary output of
the model as is defined as the ratio of the actual rate of heat
transfer to the maximum possible rate of heat transfer. Due to the
presence of parasitic heat transfer, the effectiveness may be de-
fined using either the rate of heat transfer from the hot fluid or to
the cold fluid:

�h =
ṁh�ih,T=Th,in

− ih,T=Th,out
�

q̇max

�21�

�c =
ṁc�ic,T=Tc,out

− ic,T=Tc,in
�

q̇max

�22�

where i is the mass specific enthalpy, ṁ is the mass flow rate, and
q̇max is the maximum possible rate of heat transfer. The maximum
possible rate of heat transfer is defined as the minimum of the rate
of heat transfer required to bring the hot fluid to the cold fluid
inlet temperature and the rate of heat transfer required bring the
cold fluid to the hot fluid inlet temperature:

q̇max = min�ṁc�ic,T=Th,out
− ic,T=Tc,in

�,ṁh�ih,T=Th,in
− ih,T=Tc,in

��

�23�

4 Experimental Validation
An experimental test facility was constructed with commer-

cially calibrated PRTs in order to measure the performance of
small perforated plate heat exchangers for cryogenic applications.
A schematic of the facility is shown in Fig. 5.

The warm inlet temperature to the heat exchanger was main-
tained near room temperature �295 K� and the cold inlet tempera-
ture to the heat exchanger was controlled by the use of a cryo-
cooler and heater. The heat exchanger was tested inside a large
vacuum insulated container with multilayer insulation �MLI� so
that parasitic heat loads could be minimized. The hot side inlet
pressure was kept at approximately 2 bar absolute or lower and
the cold side outlet pressure was kept slightly above 1 bar abso-
lute. The numerical model results showed a low sensitivity to
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pressure drop. Further information on the calculated and experi-
mental pressure profiles, which are unique for each heat ex-
changer, can be found in Ref. �16�.

The heat exchangers that were tested were designed for a cryo-
surgical application. The objective was to create a lightweight and
compact heat exchanger that could be installed in the part of a
cryoprobe that is held in a surgeon’s hand. The perforated plates
were fabricated from silicon, which has a high thermal conductiv-
ity �similar to that of copper�. The spacers were fabricated from
borosilicate glass, which has a low thermal conductivity �less than
that of stainless steel�. Silicon and borosilicate glass were selected
not only because of their desirable material properties but also
because they are nonmagnetic �and therefore MRI compatible�
and can be manufactured using existing MEMS equipment and
procedures. A MRI compatible cryoprobe has the potential to pro-
vide the surgeon with real-time feedback related to the size and
shape of the frozen tissue, which will allow complete ablation of
the malignant tissue to be verified. Utilizing MEMS-fabrication
technology may allow the use of many, small-scale, highly engi-
neered flow passages in the heat exchanger plate.

The silicon and borosilicate glass were anodically bonded at the
wafer level and diced in order to form “dies,” which consist of
one perforated plate and one glass spacer. The outer dimensions of
the die are 10	10 mm2. For each stream there are two columns
of 74 flow passages installed in the perforated plate. The flow
passages each have a cross section of 1.4	0.05 mm2 and the
thickness of the silicon plate is 0.5 mm. The glass spacers had a
thickness of 0.3 mm. The dies were stacked and bonded using a
common cryogenic epoxy. Stainless steel headers are attached

with epoxy to the heat exchanger stack in order to provide the
interface between the heat exchanger and the experimental test
facility.

One of the prototype heat exchangers contained perforated
plates with platinum wires deposited on the surface to provide
integrated temperature sensors �17�. The platinum wires were de-
posited on the fin material that was between the micromachined
ducts. Because of the low contact resistance between the PRT and
the wall, the temperature measured by the PRTs is biased toward
the duct wall temperature rather than the actual fluid temperature.
Thus the hot side integrated PRT measurements will be biased
slightly lower and the cold side PRT measurements will be biased
slightly higher than the actual fluid temperature. Figure 6�a� illus-
trates a single die with an integrated PRT with measurement leads.
Figure 6�b� illustrates a perforated plate heat exchanger composed
of several plate/spacer dies. Figure 6�c� illustrates the perforated
plate heat exchanger integrated with headers. More information
regarding the design and fabrication of the heat exchanger and the
experimental test facility can be found in the literature �16,18–21�.

The first prototype heat exchanger that was tested consisted of
16 dies and contained no integrated PRTs. The heat exchanger was
tested using helium gas over a range of mass flow rate. The warm
inlet temperature was maintained between 299 K and 301 K,
while the cold inlet temperature was maintained between 196 K
and 207 K. All heat exchanger inlet and outlet temperatures were
measured using commercially calibrated PRTs with a rated abso-
lute uncertainty of 
0.25 K. Figure 7 illustrates the measured
effectiveness based on the hot and cold streams as well as the

Fig. 5 Simplified flow schematic of the cryogenic test facility used for testing the
MEMS heat exchangers. The temperature at each port was measured using a plati-
num resistor „PRT… and a type E thermocouple „TC…. The absolute pressure „P… was
measured at the warm end ports of the heat exchanger and the differential pressure
drop „�P… was measured on each side of the heat exchanger. A heater „HTR… was
used to control the cryocooler temperature and a flow meter „FM… was used to mea-
sure the mass flow rate.
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predicted values of these quantities as a function of mass flow
rate. The details related to the calculation of the experimental
uncertainty can be found in Ref. �16�.

The numerical model predictions are within the experimental
uncertainty over the entire range of flow rates measured. The nu-
merical model was always solved starting with two elements for
each plate. The number of elements per plate was increased by

two until two consecutive solutions had outlet temperatures iden-
tical to within 
0.01 K, which generally was eight elements per
plate for the plots shown in this paper.

A similar test was performed on a heat exchanger that consists
of 43 dies and these results are shown in Fig. 8. The warm inlet
temperature was maintained between 295 K and 303 K and the
cold inlet temperature was maintained between 237 K and 252 K
for these tests. The predicted effectiveness lies slightly out of the
range of experimental uncertainty range for a few data points but
is within the experimental uncertainty for the majority of the
points. Also overlaid onto Fig. 8 are the 16 die effectiveness test
results from Fig. 7. The 43 die heat exchanger exhibited a signifi-
cantly higher effectiveness over the entire range of flow rates
tested. This is expected as the 43 die heat exchanger has both a
significantly larger stream-to-stream heat transfer area as well as
increased resistance to axial heat transfer.

As shown in Figs. 7 and 8, the numerical model predicted ef-
fectiveness was within the experimentally measured effectiveness
uncertainty range for almost all of the data points. The data ob-
tained at the lowest flow rates disagree with the model predic-
tions. At low flow rates, the effectiveness is very sensitive to
parasitic heat loads due to the low capacity rates of the two fluid
streams. The model is in good agreement with the experimental
data when the heat exchanger is being operated at design condi-
tions �i.e., peak effectiveness�.

The 43 die heat exchanger contains 5 dies with at least one
functional integrated PRT �note that some plates were capable of
measuring the temperature on only one fluid�. Prior to testing but
after assembly, the integrated PRTs were calibrated against com-
mercially calibrated PRTs that were installed in the heat exchanger
headers at each fluid inlet and outlet. The estimated uncertainty of
the integrated PRTs is 
1.0 K �16�. The integrated PRTs provide
a measurement of the temperature distribution associated with
each test point. The measured temperature distribution �the hot
and cold fluid temperatures as a function of axial position, ex-
pressed in terms of the plate number� associated with the lowest
mass flow rate data point in Fig. 8 is shown in Fig. 9. Also shown
in Fig. 9 are the hot and cold temperatures predicted by the nu-
merical model for the same inlet conditions.

The measured heat exchanger temperature distribution for the
highest mass flow rate data point shown in Fig. 8 is presented in
Fig. 10. Also presented in Fig. 10 is the temperature distribution
predicted by the numerical model for the same inlet conditions.

The fidelity of the model was verified by carrying out an addi-
tional set of tests using ethane as the working fluid with the 43 die
heat exchanger. The measured and predicted effectiveness based
on the hot and cold fluids is shown in Fig. 11 as a function of
mass flow rate. The warm inlet temperature was maintained be-

Fig. 6 „a… Single die with integrated PRT, „b… perforated plate
heat exchanger, and „c… perforated plate heat exchanger inte-
grated with headers

Fig. 7 Measured and predicted effectiveness based on the hot
and cold streams as a function of the mass flow rate for the 16
die heat exchanger tested with helium

Fig. 8 Measured and predicted effectiveness based on the hot
and cold streams as a function of the mass flow rate for the 43
die heat exchanger tested with helium. Also shown are the test
results for the 16 die heat exchanger, shown in Fig. 7.
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tween 295 K and 298 K while the cold inlet temperature was
maintained between 242 K and 255 K. The numerical model
slightly overpredicts the effectiveness but does correctly predict
the mass flow rate at which the peak effectiveness is observed.

The temperature distributions for the lowest and highest ethane
mass flow rate data points test are presented in Figs. 12 and 13,

respectively. The temperature distribution measured using ethane
exhibits the same behaviors observed using helium and discussed
previously.

Examining Figs. 7–13 shows that the perforated plate heat ex-
changer model presented in this paper is in good agreement with
the experimental data. This agreement is not only evident in the
overall performance but also in the predicted and measured tem-
perature distribution within the heat exchanger.

Axial conduction is the dominant effectiveness penalty at low
mass flow rate operating conditions �i.e., high NTU and high �
conditions� and causes “temperature jumps” at the inlets to the
heat exchanger �2�. This behavior is predicted by analytical and
numerical models and causes the wall temperature at the ends of
the heat exchanger to be strongly biased toward the outlet stream
temperature. The stream-to-stream temperature difference is small
�because the NTU is large� and the only thing preventing the heat
exchanger from achieving an effectiveness near unity is the pres-
ence of the sharp temperature “jumps” at either end of the device.
This behavior is shown clearly in Figs. 9 and 12 for the smallest
helium and ethane mass flow rates, respectively.

When the mass flow rate is high, the dominant effectiveness
penalty is related to the thermal resistance to heat transfer between
the streams. This is consistent with a low NTU, low � operating
condition. The temperature difference between the streams be-
comes large and the temperature “jumps” at either end of the heat

Fig. 9 Measured and predicted hot and cold fluid tempera-
tures as a function of position „expressed in terms of plate
number… for the lowest mass flow rate data point taken with
helium, shown in Fig. 8

Fig. 10 Measured and predicted hot and cold fluid tempera-
tures as a function of position „expressed in terms of plate
number… for the highest mass flow rate data point taken with
helium, shown in Fig. 8

Fig. 11 Measured and predicted effectiveness based on the
hot and cold streams as a function of the mass flow rate for the
43 die heat exchanger tested with ethane

Fig. 12 Measured and predicted hot and cold fluid tempera-
tures as a function of position „expressed in terms of plate
number… for the lowest mass flow rate data point taken with
ethane, shown in Fig. 11

Fig. 13 Measured and predicted hot and cold fluid tempera-
tures as a function of position „expressed in terms of plate
number… for the highest mass flow rate data point taken with
ethane, shown in Fig. 11
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exchanger disappear. This behavior is shown clearly in Figs. 10
and 13 for the largest helium and ethane mass flow rates, respec-
tively.

The effectiveness measurements shown in Figs. 8 and 11 also
show the behavior expected for a heat exchanger experiencing an
externally applied parasitic heat transfer. The parasitic heat trans-
fer causes the heat transfer rate from the hot stream to be different
than the heat transfer rate to the cold stream. In refrigeration ap-
plications, the parasitic heat transfer resulted in additional heating
of the cold stream and reduced cooling of the hot stream. The
parasitic heat loads associated with this experimental setup, radia-
tion and conduction from the vacuum vessel, are strongly depen-
dent on the cold end temperature of the heat exchanger but are
almost completely independent of the mass flow rate through the
heat exchanger. Thus the difference between the effectiveness as-
sociated with the hot and cold fluids is high when mass flow rate
is small but becomes small as the mass flow rate increases.

Comparing the experimental and numerical model results for
the two working fluids shows a trend. The helium results match
each other within experimental uncertainty in almost all cases but
the ethane experimental results are consistently slightly lower than
the model results. The cause of this discrepancy is not understood.

5 Conclusion
A numerical modeling technique for perforated plate heat ex-

changers was presented. This numerical model allows each perfo-
rated plate to be modeled in detail but retains computational effi-
ciency by using nodes that are exponentially concentrated near the
edges of each perforated plate. The individual plate and spacer
models are integrated using energy balances and solved using a
commercial equation solving program. The numerical model was
applied to a specific perforated plate/spacer geometry that was
fabricated from silicon heat exchanger plates and glass spacers.
The model predictions were validated against experimental mea-
surements in a cryogenic, vacuum insulated test facility using two
different working fluids. Although the numerical model was ex-
perimentally validated using only cryogenic temperature gases,
the same approach could be used to model heat exchangers oper-
ating at higher temperatures or with liquids as the working fluid
provided that suitable thermophysical property data and flow cor-
relations are available.

Several of the perforated plates within the heat exchanger in-
cluded integrated platinum resistance temperature detectors and
therefore it was possible to resolve the internal temperature distri-
bution. The numerical model predictions were in good agreement
with both the measured effectiveness based on the heat transfer to
either stream as well as the temperature distribution measured
within the heat exchanger.
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Nomenclature
Ċ � fluid capacitance rate

�x � dimensional element width
�Z � dimensionless element width

i � fluid enthalpy
L � axial length
ṁ � mass flow rate
N � number of elements

NTU � number of transfer units
q̇ � heat transfer rate
R � thermal resistance
T � temperature

UA � stream-to-stream conductance
x � axial distance

Z � dimensionless axial distance

Greek Symbols
� � dimensionless heat load
� � heat exchanger effectiveness
� � grid concentration factor
� � axial conduction parameter
� � dimensionless hot stream capacitance rate
� � dimensionless cold stream capacitance rate
� � dimensionless temperature

Subscripts
ac � axial conduction
c � cold stream
h � hot stream
i � element number

in � inlet
J � plate number

max � maximum
min � minimum

p � plate
sp � spacer

out � outlet
w � wall
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Second Law Analysis of Heat
Exchangers
This paper further explores the topic of an ideal heat exchanger, which is still an open
question. It is shown that the minimization of entropy production or exergy destruction
should not be an objective in heat exchanger design. It is further proven that heat
exchanger effectiveness does not correlate with irreversibility. A new performance mea-
sure, entropy flux, is introduced and a general expression for its evaluation is presented.
It is shown that entropy flux captures many desirable attributes of heat exchangers. For
a given effectiveness, a single stream heat exchanger has the absolute maximum entropy
flux, and for capacity ratios greater than zero, counterflow has the highest entropy flux,
parallel flow the lowest, and the shell and tube heat exchangers are somewhere in
between. �DOI: 10.1115/1.4002097�

Keywords: heat exchangers, efficiency, heat exchanger efficiency, entropy minimization,
exergy, exergy maximization

1 Introduction
The concept of efficiency is used to assess the performance of

components and systems. Efficiency is a comparison between the
actual �real� and ideal �best� performances. The ideal behavior is
generally known from modeling and the limitations dictated by
physical laws, particularly, the second law of thermodynamics.
Knowing the efficiency and the ideal performance, the actual per-
formance can be determined. Efficiency provides a clear and in-
tuitive measure of a system’s performance by showing how close
an actual system comes to the best that it can be and if further
improvements are feasible and justified. The definition of an ideal
heat exchanger is still an open question, as no general definition
exists to characterize what constitutes an ideal heat exchanger.
This paper attempts to clarify some of the confusion surrounding
this issue and proposes a new approach that may help in clarifi-
cation of this question.

The second law of thermodynamics leads to the inequality of
Clausius

� �q

T
� 0 �1�

stating that the most efficient cycles are the reversible ones in
which the integral is zero, or the net rate of entropy production
around the cycle is zero. Since the ideal cycles produce no en-
tropy, ideal processes are generally assumed to also operate re-
versibly, producing no entropy. This makes the isentropic process
the ideal process for many components and is used to define the
component efficiency based on the second law.

Despite much effort, the application of second law to the actual
heat transfer processes has not yielded a consistent method for
assessing the performance of heat transfer processes. The function
of a heat exchanger is to transfer heat, thus, produce entropy �not-
withstanding the unrealistic case of an infinitely large heat ex-
changer� therefore; the concept of isentropic efficiency cannot be
extended to heat exchangers. A reversible heat transfer process
happens isothermally and across an infinitesimally small tempera-
ture difference, requiring an infinitely large heat exchanger. This,
too, is unrealistic.

The performance of heat exchangers is assessed by a number of
measures, which have been developed independent of efforts to
define an ideal heat exchanger. Relating the performance mea-
sures to the ideal behavior has also been studied extensively but
with little success so far.

One of the most widely used methods for characterizing the
performance of heat exchangers �HX� is the log mean temperature
difference �LMTD� correction factor F. Relating F to the heat
exchanger irreversibility has not been pursued much, primarily
because most correlations for correction factors are implicit and
rather complicated. Another measure of assessing the performance
of heat exchangers is the heat exchanger effectiveness. The efforts
in linking the effectiveness of a heat exchanger to its rate of en-
tropy production have not been successful. The minimum irrevers-
ibility condition does not appear to correlate with the effectiveness
of the heat exchanger. Shah and Skiepko �1�, for example, showed
that the heat exchanger effectiveness could be maximum or mini-
mum at the minimum irreversibility operating point �1�.

Fakheri �2–5� recently introduced another measure for deter-
mining the performance of heat exchangers, the heat exchanger
efficiency. The actual rate of heat transfer in a heat exchanger is
given by

q = �UA�T̄ − t̄� �2�

This approach proposes that the driving temperature difference in
the heat exchanger is the arithmetic mean temperature difference
�AMTD�, which is the difference between the average tempera-
tures of hot and cold fluids. The actual rate of heat transfer in any
heat exchanger is always less than the product of its UA and
AMTD or ��1 �3�. The efficiency of a number of commonly
used heat exchangers is given by the general expression

� =
Tanh�Fa�

�Fa�
�3�

where Fa, the fin analogy number, is the nondimensional group
that characterizes the performance of different heat exchangers.
This is a remarkable outcome in that the efficiency of a wide
variety of heat exchangers has the same functional form as the
efficiency of a constant area insulated tip fin. The expressions for
Fa for some of the commonly used heat exchangers are given in
Table 1.

The efficiency expressions for cross flow heat exchangers are
more complex than Eq. �3�, however, for some cross flow heat
exchangers Eq. �3� can still be used with high degree of accuracy
by generalizing the fin analogy number �5�. It is also important to
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note that the parallel flow and counterflow heat exchangers repre-
sent the low and high limits of efficiency for a given NTU and Cr,
respectively. The efforts to find a basis for the concept of heat
exchanger efficiency is underway by the author and this paper is
an effort in that direction.

In an attempt to define an ideal process for heat transfer in heat
exchangers or to define the ideal heat exchanger, the idea of mini-
mization of entropy has been proposed. This approach, the irre-
versibility minimization in heat exchangers, was first proposed by
MacClintock �6�. Bejan �7� introduced a nondimensional param-
eter, the number of entropy generation units as a measure of heat
exchanger irreversibility. The number of entropy generation units
Ns is the ratio of the total amount of entropy generated in the heat
exchanger and the maximum capacity rate. Aceves-Saborio, et al.
�8� extended the irreversibility minimization method by including
a term to account for the exergy of the heat exchanger material.
Badescu �9� used two optimization approaches, the minimum en-
tropy generation, and the minimum lost available work. His re-
sults show that regardless of optimization criterion, parallel flow
heat exchangers cannot be optimal but counterflow devices can
be. Johannessen et al. �10� showed that the entropy production, as
a result of heat transfer alone, is minimum when the local entropy
production is constant in all parts of the system and the minimum
is independent of the value of the heat transfer coefficient. Guo et
al. �11� studied entropy generation minimization due to the heat
conduction under finite temperature difference and fluid friction
under finite pressure drop. They showed that there is a trade-off
between the pumping power and heat exchanger effectiveness.
Additional insights can be gained from Refs. �12,13� and the an
extensive review of the works in this area is given by Shah and
Skiepko �14�.

The entropy minimization method has found limited application
in heat exchanger design due to its shortcomings as a useful de-
sign tool. For example, the global optimum often leads to a heat
exchanger with infinite area �8�. In applying the concept of en-
tropy minimization to heat exchangers, a number of assumptions
are invoked either implicitly or explicitly whose validity have not
been questioned much or systematically investigated. These as-
sumptions are as follows.

1. It is possible to minimize entropy production �exergy de-
struction� in a heat exchanger.

2. It is desirable to minimize entropy production �exergy de-
struction� in a heat exchanger.

3. Similar to isentropic efficiency, heat exchanger effectiveness
is related to irreversibility.

In this paper, it is shown that the above three assumptions are
indeed incorrect and in fact the entropy minimization approach is
not an appropriate tool for analysis of heat exchangers and should
not be an objective in heat exchanger design. A new performance
measure, entropy flux is introduced and it is argued that the maxi-
mization of the entropy flux, provides useful insight in heat ex-
changer design.

2 Analysis
There are two types of heat exchanger problems, one where the

inlet and the exit temperatures are known and the size of the heat
exchanger is to be determined �sizing problems�. The reverse
problem is called the rating problem where the size of the heat

exchanger and the inlet temperatures are known and the heat
transfer rate and the fluid exit temperatures are sought. For both
types of problems, the flow rates are also typically known and,
therefore, the exit temperatures are known or can be determined.
These are important constraints, in that the designer does not have
much control over the operating conditions and, thus, cannot ar-
bitrarily change them.

Consider a typical heat exchanger sizing problem in which a
cold fluid with capacity Cc at t1 is to be heated to t2 using a hot
fluid available at T1. Usually, the capacity of the hot fluid Ch is
also known. The amount of heat transfer is, therefore, known and
determined from

q = Cc�t2 − t1� �4�

which can then be used to determine the exit temperature of the
hot fluid from

T2 = T1 −
q

Ch
�5�

Assuming heat transfer from the surroundings to be zero, the rate
of entropy generation for a heat exchanger, is given by

Ṡgen = ṁh�s2,h − s1,h� + ṁc�s2,c − s1,c� �6�

In general, entropy production is due to two effects, finite tem-
perature difference causing heat transfer and friction leading to
pressure drop. The function of a heat exchanger is to transfer heat
and, therefore, in defining an ideal heat transfer process based on
the second law, only irreversibility caused by heat transfer need to
be considered. The goal of this work is to clarify some issues
dealing with the application of the second law to heat exchangers.
Therefore, to isolate the different factors, the entropy production
as a result of friction needs to be considered separately. In addi-
tion, in most cases, the irreversibility due to heat transfer accounts
for most of entropy produced and as describe below separating the
two effects will not impact the outcome much. For incompressible
substances �liquids�, the entropy change is only a function of tem-
perature and therefore pressure change does not appear in Eq. �6�.
For gases, although entropy is a function of temperature and pres-
sure, the pressure change across the heat exchangers is typically
small and the entropy generated as a result of pressure drop is
much smaller than that generated as a result of temperature
change. Mohamed �15� showed that the entropy generation due to
pressure is too low compared with that due to temperature and can
be neglected. Therefore, for liquids as well as gases, considering
constant specific heats, the amount of entropy generated becomes

Ṡ = Ch ln
T2

T1
+ Cc ln

t2
t1

�7�

Note that the rate of exergy destruction is related to the entropy
production through

�̇ = T0Ṡ = ṁc��c1 − �c2� + ṁh��h1 − �h2� �8�

and, therefore, the minimization of entropy production, maximi-
zation of exergy, or minimization of exergy destruction are
equivalent.

As shown above, for a typical sizing problem, the flow rates,
the inlet and exit temperatures, and the rate of heat transfer are
known, thus, from Eqs. �7� and �8�, the amount of entropy gener-
ated or exergy destroyed is fixed regardless of the heat exchanger
type. Therefore, the designer does not have the option of optimiz-
ing them. The only decision left to make is what type of heat
exchanger to use that meets the design specifications. Generally,
the designer will have many options in the selection of a heat
exchanger that will meet the heat transfer design criteria. The final
choice will be based on other factors like size, weight, cost, du-
rability, pressure drop, maximum pressure, etc., but not on how
reversible the heat exchanger is.

Table 1 Fin analogy number of various heat exchangers

Counter Parallel Single stream Single shell

Fa = NTU
�1 − Cr�

2
Fa = NTU

�1 + Cr�
2

Fa =
NTU

2

Fa =
NTU�1 + Cr

2

2
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In a typical rating problem, the inlet temperatures and the flow
rates of both fluids are known and the heat exchanger is also
specified. Again, the heat transfer and exit temperatures can be
determined, which in turn fix the rate of entropy production, or the
degree of the irreversibility of the process. These discussions
show that the designer does not have the option of changing the
amount of entropy generated or the first assumption is not valid. It
is also important to note that for these problems, the number of
entropy generation units Ns is also independent of the heat ex-
changer used and therefore, it too cannot be used for characteriz-
ing a heat exchanger.

Let us consider a generalization of the sizing problem in which
one has control over the amount of hot fluid used, i.e., Ch, is taken
to be a variable. Consider a cold fluid with a capacity of 1 W/K is
to be heated from 300 K to 420 K using a hot fluid at 600 K
available at any flow rate �capacity�.

Figure 1 is a plot of the amount of entropy generated, the heat
exchanger effectiveness, and Ns as a function of the capacity of
the hot fluid. As the mass flow rate of the hot fluid increases, the
amount of entropy generated also increases, at the same time; the
heat exchanger effectiveness decreases rapidly first and then stays
constant over a large portion of the flow rate.

Therefore, the third assumption, that heat exchanger effective-
ness is related to irreversibility, is also invalid. The variation in the
Ns with respect to the hot fluid capacity also shows a peak even
though the actual amount of entropy generated is an increasing
function of the hot fluid capacity. Initially, the hot fluid capacity is
less than the cold fluid capacity �Cc=1� and, therefore, as the
amount of entropy generated increases, the number of entropy
generation units also increases initially. Once the capacity of the
hot fluid exceeds that of the cold fluid, NS starts to decrease. Again
note that the value of Ns only depends on the operating conditions
and not on the heat exchanger type used.

The above observations are now proven mathematically. Solv-
ing for Ch in terms of t2 from Eqs. �4� and �5�

Ch = Cc

�t2 − t1�
�T1 − T2�

�9�

which when substituted in Eq. �7� results in

Ṡ = Cc

�t2 − t1�
�T1 − T2�

ln
T2

T1
+ Cc ln

t2
t1

�10�

In this equation, everything is fixed except T2, which changes as a
result of changing Ch. Differentiating Eq. �10� with respect to T2
to determine if it has an optimum,

dṠ

dT2
= Cc

�t2 − t1�
�T1 − T2�2�T1

T2
− ln

T1

T2
− 1� �11�

The term outside of the bracket is positive, assuming

� = ln
T1

T2
�12�

then the term inside the bracket can be written as

�T1

T2
− ln

T1

T2
− 1� = �e� − �� + 1�� = �1 + � +

�2

2
+

�3

6
+ . . . − �� + 1��

= ��2

2
+

�3

6
+ . . . . .� �13�

The term inside the bracket in Eq. �13� is also positive or the
entropy production rate is an increasing function of the exit tem-
perature of the hot fluid �T2� or the equation does not have an
optimum solution. From Eq. �9�, since Ch is proportional to T2,
then entropy production rate is also an increasing function of Ch,
confirming the trend seen in Fig. 1.

The absolute minimum amount of entropy generation occurs at
the left boundary when T2= t1. From Eq. �7�, the minimum
amount of entropy generated becomes

Ṡmin = Ch ln
t1
T1

+ Cc ln
t2
t1

�14�

In this case, the hot fluid goes through the maximum theoretically
possible temperature change �T1− t1�, therefore, must have mini-
mum capacity and thus the heat transfer in the heat exchanger will
be the maximum theoretically possible or the heat exchanger will
have an effectiveness of one, which requires an infinitely large
heat exchanger and is not of practical interest. This is the well-
known result that minimizing entropy results in an unrealistic heat
exchanger. The fact that the minimum entropy generation criterion
results in an infinitely large heat exchanger is an indication that
the objective should not be to minimize entropy.

The maximum amount of entropy generated occurs at the right
boundary when T2=T1 or for the case when the hot fluid goes
through an isothermal process. This means that the hot fluid has a
capacity of infinity �Cr=0� or we are dealing with a single stream
heat exchanger, one requiring phase change. The maximum
amount of entropy generated is

Fig. 1 Entropy, effectiveness, and Ns change with capacity
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Ṡmax = −
Cc�t2 − t1�

T1
+ Cc ln

t2
t1

�15�

Therefore, the minimum amount of entropy is generated in an
infinitely large heat exchanger and the maximum in a single
stream heat exchanger. In practice, single stream heat exchangers
�condensers and evaporators� are widely used, when there is a
need to transfer large amounts of heat even though they generate
the maximum amount of entropy and conversely, large heat ex-
changers that generate minimum amount of entropy �for the same
heat transfer� are rarely used.

These show that minimizing entropy should not be an objective
and it is not even desirable in the design of heat exchangers. The
least irreversible heat exchanger is avoided for its impracticality.
Therefore, the first two assumptions are not valid, i.e., in practical
heat exchanger problems, the designer does not generally have the
option of reducing the entropy and even when that option is avail-
able, the smallest heat exchanger is the opposite alternative, one
that maximizes the amount of entropy.

We now consider the third assumption that heat exchanger ef-
fectiveness is related to irreversibility. As was shown above, the
minimum entropy generation rate happens when effectiveness is
1, not withstanding the fact that it occurs at an infinitely large heat
exchanger. Also, the maximum amount of entropy is generated in
a single stream heat exchanger, which also has the highest effec-
tiveness at a given NTU. Shah and Skiepo �14� point out that
depending on the heat exchanger type, the heat exchanger effec-
tiveness can attain any value at the maximum or minimum en-
tropy generation point. Below we will prove that the effectiveness
is not a measure of irreversibility. To show the incorrectness of the
third assumption, we need to come up with a correlation relating
entropy to effectiveness. Bejan �7� showed that the amount of
entropy generated as a result of heat transfer alone could be ex-
pressed by

Ṡ = Cmin ln�1 + �
1 − Tr

Tr
� + Cmax ln�1 + Cr��Tr − 1�� �16�

where Tr= t1 /T1 or T1 / t1 depending on whether the cold or the hot
fluid has the minimum capacity, respectively. Equation �16� can be
rearranged as

Ṡ = Cmin ln�1 + ��Tr
−1 − 1���1 + Cr��Tr − 1��1/Cr �17�

and if we define two new variables, one a scaled effectiveness

�� = �
�1 + Cr�

2
�18�

and the second, a scaled entropy generation rate

�� =
�1 − ���

��

Ṡ

Cmin

�1 + Cr�
2

Tr

�1 − Tr�2 �19�

Then in terms of these new variables, Eq. �17� can be written as

�� =
Tr

�1 − tr�2

�1 + Cr�
2

� 1

��
− 1�ln	1 − ��

�1 − tr�
�1 + Cr�

2



		1 +
Cr

tr
��

�1 − tr�
�1 + Cr�

2



1/Cr

�20�

Equation �20� is a scaled version of the general Eq. �16� and can
be used to determine the amount of entropy generated in a heat
exchanger. The advantage Eq. �20� is that it is almost independent
of Cr and Tr and after much algebra and taking the limits, it can be
shown that �� is approximately

�� � �1 − ���2 = �1 −
��1 + Cr�

2
�2

�21�

This is a much simpler form compared with Eq. �20� and can be
used to examine the salient feature of the problem. Figure 2 com-
pares Eq. �20� with Eq. �21� for several values of Cr and Tr and as
can be seen Eq. �21� represents a reasonable approximation to the
exact solution. Note that for all heat exchangers, �� and �� vary
between zero and one.

Solving for the amount of entropy generated from Eq. �21�

Ṡ =
�1 − Tr�2

Tr
Cmin��1 −

�

2
�1 + Cr�� �22�

since

� =
q

Cmin�T1 − t1�
�23�

then Eq. �22� can also be written as

Fig. 2 Comparison of exact and approximate solution
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Ṡ =
�1 − Tr�2

Tr

q

�T1 − t1��1 −
q

2�T1 − t1�
� 1

Cmin
+

1

Cmax
� �24�

This is an approximation to Eq. �16�. Going back to a typical
rating problem, the inlet temperatures of the hot and cold fluids
are known, so is the amount of heat transfer. Equation �24� is an
increasing function of Cmin and Cmax, therefore, as the capacity of
either fluid is increased, the amount of entropy generation also
increases. The same is not true for effectiveness. If Cmax is re-
duced from infinity to Cmin, the effectiveness stays the same since
all the terms on the right hand side of Eq. �23� are constant. Even
though effectiveness is constant, Eq. �24� shows that decreasing
Cmax results in a decrease in the amount of entropy generated. As
the capacity of the fluid, which originally had the higher capacity,
is further reduced, the higher capacity and lower capacity fluids
switch. Past this point, qmax begins to decrease and since the
amount of heat transfer is constant, the effectiveness starts to in-
crease. This proves the trend seen in Fig. 1 with respect to effec-
tiveness.

As shown above, entropy minimization should not be an objec-
tive in heat exchanger design, and effectiveness is not a measure
of irreversibility, therefore if and how the second law can advan-
tageously be used in heat exchanger design is still an open ques-
tion. One possibility is presented below by developing a measure
that captures the desirable features of heat exchangers, allowing
the comparison of different heat exchangers under varying oper-
ating conditions by applying the second law. A new measure to
characterize the performance of heat exchangers can be defined as


 =
Ṡ

UA
�25�

which is termed the entropy flux. Entropy flux incorporates three
main features of heat exchangers, namely, entropy generated,
which so far is only a result of heat transfer, overall heat transfer
coefficient and the area of the heat exchanger. In heat exchanger
design, the goal is to increase the heat transfer while reducing the
size. This means that higher values of entropy flux are desirable.
Ogiso �16� defined the same parameter as a measure of the irre-
versibility index for a balanced counterflow heat exchanger. From
Eq. �17�,


 =
1

NTU
ln��1 + ��Tr

−1 − 1���1 + Cr��Tr − 1��1/Cr� �26�

If we define a scaled entropy flux as


� =

Tr

�1 − Tr�2 �27�

From Eq. �24�, an approximate expression for the scaled entropy
flux can be obtained


� =
�

NTU
�1 −

�

2
�1 + Cr�� �28�

The exact expression for scaled entropy flux is


� =
Tr

�1 − Tr�2

1

NTU
ln��1 + ��Tr

−1 − 1���1 + Cr��Tr − 1��1/Cr�

�29�

Equation �28� is simpler and is not a function of temperature ratio,
however, it is an approximate solution. Note that for Ogiso’s case
of balanced counterflow heat exchanger, Eq. �28� becomes


� = �1 − ��2 �30�

and the results of this expression match closely those of Ref. �16�.
For various heat exchangers, expressions relating NTU to ef-

fectiveness and capacity ratio can be substituted in Eq. �28� or
�29� to eliminate NTU and arrive at an expression for the deter-

mination of the entropy flux in terms of effectiveness and capacity
ratio. For example, for a counterflow heat exchanger

NTUcounter = −
1

�1 − Cr�
ln

1 − �

�1 − �Cr�
�31�

and similar expressions are available for other heat exchangers.
Figure 3 is a plot of Eq. �29� as a function of the capacity ratio, for
three types of heat exchangers. For a given effectiveness, a single
stream heat exchanger has the highest entropy flux or it will pro-
vide the smallest area. The entropy flux for a single stream heat
exchanger is given approximately by


max
� = −

�

ln�1 − �� �2 − �

2 � �32�

and it is exactly given by


� =
Tr

�1 − Tr�2

1

− ln�1 − ��
�ln�1 + ��Tr

−1 − 1�� + ��Tr − 1��

�33�
Also, for a given capacity, the counterflow heat exchanger has a
higher entropy flux followed by shell and tube and parallel flow
heat exchangers. For a given set of operating conditions, i.e., flow
rates and inlet and exit temperatures, the amount of entropy gen-
erated is fixed, therefore the heat exchanger with maximum en-
tropy flux will have the minimum area or the entropy flux will
correlate inversely with the area. Figure 3 also shows that at low
Cr or low effectiveness the size of the heat exchanger is indepen-
dent of the type used. At higher values of the capacity ratios, some
heat exchangers are not viable options.

The utility of the approach is further demonstrated through two
examples. Consider the example discussed in Fig. 1 where a cold
fluid with a capacity of 1 W/K is to be heated from 300 K to 420
K using a hot fluid at 600 K available at any flow rate �capacity�,
assuming U=1 W /m2 K. Table 2 shows the result for different
values of the hot fluid exit temperature.

For a given exit temperature of the hot fluid, the rate of entropy
production is the same regardless of the heat exchanger type se-
lected. As the exit temperature of the hot fluid decreases, the rate
of entropy production decreases even after the capacity of the hot
fluid is reduced below that of the cold fluid. Also, for each of the
heat exchangers, the size monotonically increases while the en-
tropy flux decreases. Figure 3 shows that the most compact heat
exchanger is a single stream one that has the highest entropy flux.
For other cases, the entropy flux of a counterflow is the highest,
corresponding to the least area followed by the shell and tube and
parallel flow heat exchanger.

Consider a specific case of the above example, where the hot
fluid exits at 500 K. Let us explore the possibility of accomplish-

Fig. 3 Scaled entropy flux
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ing this by using two counterflow heat exchangers connected in
series, as shown in Fig. 4. Table 3 shows the results for different
values of T�.

As can be seen in Table 3, for all cases, the total heat exchanger
area is the same, therefore, as far as the area is concerned, it does
not matter which alternative is picked. The total amount of en-
tropy generated is also constant for all cases, however, the first
case, i.e., having a single heat exchanger, has the highest total
entropy flux and, thus, the preferred option. This also is the actual
case typically selected in practice.

It appears that the entropy flux is a criterion by which the per-
formance of different heat exchangers can be directly and quanti-
tatively compared, under various operating conditions. None of
the other measures used for evaluating the performance of heat
exchangers has yielded consistent results. For example, the first
three cases in Table 2 have the same effectiveness. It is also im-
portant to note that entropy flux is the ratio of entropy production
to UA. For the same flow rate and inlet and exit temperatures,
different heat exchangers will not necessarily have the same over-
all heat transfer coefficient.

3 Conclusions
In this paper, it is shown that it is neither possible nor desirable

to minimize entropy generation in typical heat exchanger design
problems. It is also shown that heat exchanger effectiveness does
not consistently correlate with irreversibility and should not be
viewed as having the same connotation for heat exchangers as the
isentropic efficiency has for many components. Furthermore, it is
shown that entropy minimization should not be a design objective
in heat exchanger design. A new performance measure, entropy
flux, is introduced and it is shown that maximization of the en-

tropy flux provides a useful criterion by which different heat ex-
changers under different operating conditions can directly and ob-
jectively be compared.

Nomenclature
A � heat exchanger surface area, m2

Cc � heat capacity rate of the cold fluid Cc= �ṁcp�c

Ch � heat capacity rate of the hot fluid Ch= �ṁcp�h

Cmin � minimum heat capacity rate=min�Cc ,Ch�
Cmax � maximum heat capacity rate=max�Cc ,Ch�

cp � constant pressure specific heat
Cr � capacity ratio Cr=Cmin /Cmax
Ns � number of entropy generation units

Ns= Ṡ /Cmax
NTU � number of transfer units NTU=UA /Cmin

q � rate of heat transfer
s � specific entropy

Ṡ � rate of entropy production
t1 � hot fluid temperature
Tr � Tr= t1 /T1 or T1 / t1 inlet temperature of the fluid

with minimum capacity divided by inlet tem-
perature of the fluid with maximum capacity

t � cold fluid temperature
U � overall heat transfer coefficient, W /m2 K
� � HX effectiveness �=q /Cmin�T1− t1�

�� � scaled effectiveness
�� � scaled nondimensional entropy generation rate

� � flow availability or exergy per unit mass

 � entropy flux 
= Ṡ /UA

Subscripts and Superscripts
1 � inlet
2 � outlet
� � nondimensional

Table 2 Effect of hot fluid exit temperature on heat exchanger area and entropy flux

T2 Cr � ṡ

Counter flow Single Shell and tube Parallel flow

A 
� A 
� A 
�

600 0.00 0.40 0.13646 0.51 0.534 0.51 0.534 0.51 0.534
550 0.42 0.40 0.12764 0.56 0.453 0.58 0.443 0.59 0.432
500 0.83 0.40 0.11769 0.63 0.372 0.67 0.351 0.72 0.326
480 1.00 0.40 0.11333 0.67 0.340 0.72 0.313 0.80 0.282
450 0.80 0.50 0.10633 0.73 0.292 0.83 0.256 1.02 0.208
440 0.75 0.53 0.10386 0.75 0.276 0.88 0.236 1.16 0.179
430 0.71 0.57 0.10131 0.78 0.259 0.94 0.216 1.41 0.144
301 0.40 1.00 0.05962 3.48 0.034 - - - -

Fig. 4 Heat exchangers in series

Table 3 Entropy flux of two counter flow heat exchangers in series

T� t� �1 ṡ1 
1 A1 �2 ṡ2 
2 A2 ṡT 
T AT

500 300 0.40 0.118 0.19 0.63 0.00 0.000 0.27 0.00 0.1177 0.45 0.63
510 312 0.38 0.102 0.18 0.57 0.06 0.015 0.26 0.06 0.1177 0.44 0.63
520 324 0.35 0.088 0.17 0.51 0.11 0.030 0.25 0.12 0.1177 0.42 0.63
530 336 0.32 0.074 0.17 0.45 0.16 0.043 0.24 0.18 0.1177 0.40 0.63
540 348 0.29 0.062 0.16 0.39 0.20 0.056 0.23 0.24 0.1177 0.39 0.63
550 360 0.25 0.050 0.15 0.32 0.24 0.068 0.22 0.31 0.1177 0.37 0.63
560 372 0.21 0.039 0.15 0.26 0.28 0.079 0.21 0.37 0.1177 0.36 0.63
570 384 0.17 0.028 0.14 0.20 0.31 0.090 0.21 0.44 0.1177 0.35 0.63
580 396 0.12 0.018 0.14 0.13 0.34 0.100 0.20 0.50 0.1177 0.34 0.63
590 408 0.06 0.009 0.13 0.07 0.37 0.109 0.19 0.57 0.1177 0.33 0.63
600 420 0.00 0.000 0.13 0.00 0.40 0.118 0.19 0.63 0.1177 0.31 0.63
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On Variance-Reduced
Simulations of the Boltzmann
Transport Equation for
Small-Scale Heat Transfer
Applications
We present and discuss a variance-reduced stochastic particle simulation method for
solving the relaxation-time model of the Boltzmann transport equation. The variance
reduction, achieved by simulating only the deviation from equilibrium, results in a sig-
nificant computational efficiency advantage compared with traditional stochastic particle
methods in the limit of small deviation from equilibrium. More specifically, the proposed
method can efficiently simulate arbitrarily small deviations from equilibrium at a com-
putational cost that is independent of the deviation from equilibrium, which is in sharp
contrast to traditional particle methods. The proposed method is developed and validated
in the context of dilute gases; despite this, it is expected to directly extend to all fields
(carriers) for which the relaxation-time approximation is applicable.
�DOI: 10.1115/1.4002028�

1 Introduction and Motivation

Particle-mediated energy transport in the transition regime be-
tween the ballistic and diffusive limits has recently received sig-
nificant attention in connection to micro- and nanoscale science
and technology �1�. Applications can be found in a variety of
diverse fields such as thin semiconductor films �2,3� and superlat-
tices �1�, ultrafast processes �4,5�, convective heat transfer �6,7�,
and gas-phase damping �8,10�.

For a considerable number of applications, a classical descrip-
tion using the Boltzmann transport equation represents a good
compromise between fidelity and complexity �1�. However, a nu-
merical solution of the Boltzmann equation remains a formidable
task due to the complexity associated with the collision operator
and the high dimensionality of the distribution function. Both
these features have contributed to the prevalence of particle solu-
tion methods, which are typically able to simulate the collision
operator through simple and physically intuitive stochastic pro-
cesses while employing importance sampling, which reduces
computational cost and memory usage �11�. Another contributing
factor to the wide usage of particle schemes is their natural treat-
ment of the advection operator, which results in a numerical
method that can easily handle and accurately capture traveling
discontinuities in the distribution function �11�. An example of
such a particle method is direct simulation Monte Carlo �DSMC�
�12�, which has become the standard simulation method for dilute
gas flow. Methods that are similar in spirit have also been used for
simulating phonon transport in solid state devices �13,14�.

One of the most important disadvantages of particle methods
for solving the Boltzmann equation derives from their reliance on
statistical averaging for extracting field quantities from particle
data �13,15�. In simulations of processes close to equilibrium,
thermal noise typically exceeds the available signal. When
coupled with the slow convergence of statistical sampling �statis-

tical error decreases with the square root of the number of
samples�, this often leads to computationally intractable problems
�15�.

The present paper describes a particle simulation framework
that alleviates the above disadvantages to a considerable extent
while retaining the basic �and desirable� features of particle meth-
ods. This is achieved by simulating only the deviation from equi-
librium, as originally proposed in Ref. �11�. Subsequent work �16�
has shown that deviational methods �particle methods simulating
the deviation from equilibrium� using the original Boltzmann
�hard-sphere� collision operator require particle cancellation to
prevent the number of simulated particles from growing in an
unbounded manner. A stable deviational method �that does not
require particle cancellation� for the hard-sphere gas was first de-
veloped in Refs. �17,18�; in that work, it was shown that the
growth in the number of simulated particles observed in the
collision-dominated regime when using the traditional hard-sphere
collision operator �16� can be overcome using a special �but
equivalent� form of the hard-sphere collision operator first derived
by Hilbert �19�. In this paper, we exploit this observation to de-
velop a deviational method for simulating the Boltzmann equation
in the relaxation-time approximation. The method presented here
considers the deviation from a suitably defined global equilibrium
distribution and appears to be stable �does not require particle
cancellation� for typical deviations from equilibrium.

2 Background
The Boltzmann transport equation is used to describe �under

appropriate conditions� transport processes in a wide variety of
fields �1�, including dilute gas flow �20�, phonon �21�, electron
�22�, neutron �23�, and photon transport �24�. It may be written as

� f

�t
+ c ·

� f

�r
+ a ·

� f

�c
= �df

dt
�

coll
�1�

where f�r ,c , t� is the single-particle distribution function �20�,
�df /dt�coll�r ,c , t� denotes the collision operator, r= �x ,y ,z� is the
position vector in physical space, c= �cx ,cy ,cz� is the molecular
velocity vector, a= �ax ,ay ,az� is the acceleration due to an exter-
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nal field, and t is time. In this paper, we focus on the relaxation-
time approximation �20,1�

�df

dt
�

coll
= −

1

�
�f − f loc� �2�

where f loc�r ,c , t� is the local equilibrium distribution function and
� is the relaxation time.

To focus the discussion, we specialize our treatment to the di-
lute gas case;1 however, we hope that this exposition can serve as
a prototype for the development of similar techniques in all fields
where the relaxation-time approximation is applicable. In the in-
terest of simplicity, in the present paper we assume ����c� and
that no external forces are present. The first assumption can be
easily relaxed, as discussed in Sec. 3.1. External fields also require
only relatively straightforward modifications to the algorithm pre-
sented below.

A dilute gas in equilibrium is described by a Maxwell–
Boltzmann distribution, leading to a local equilibrium distribution

f loc =
nloc

�3/2cloc
3 exp�−

�c − uloc�2

cloc
2 	 �3�

which is parametrized by the local number density nloc=nloc�r , t�,
the local flow velocity uloc=uloc�r , t�, and the most probable speed
cloc�r , t�=
2kBTloc /m based on the local temperature Tloc
=Tloc�r , t�. Here, kB is Boltzmann’s constant, and m is the molecu-
lar mass.

3 Variance Reduction Formulation
In a recent paper �11�, Baker and Hadjiconstantinou showed

that significant variance reduction can be achieved by simulating
only the deviation fd�r ,c , t�� f − fe from an arbitrary, but judi-
ciously chosen, underlying equilibrium distribution fe�r ,c , t�. By
adopting this approach, it is possible to construct Monte Carlo
simulation methods �11,16,17,25� that can capture arbitrarily
small deviations from equilibrium at a computational cost that is
small and independent of the magnitude of this deviation. This is
in sharp contrast to regular Monte Carlo methods, such as DSMC,
whose computational cost for the same signal-to-noise ratio in-
creases sharply �15� as the deviation from equilibrium decreases.

In the work that follows, the underlying equilibrium distribu-
tion �fe� will be identified with absolute equilibrium,

fe � F�c� =
n0

�3/2c0
3exp�−

c2

c0
2� �4�

where n0 is a reference �equilibrium� number density and c0

=
2kBT0 /m is the most probable molecular speed based on the
reference temperature T0. For small deviations from equilibrium,
the choice of an appropriate reference equilibrium is straightfor-
ward but necessary. If deviations from the reference equilibrium
are large, either due to strong nonlinearity in the problem or an
inappropriate choice of reference equilibrium, the simulation
method becomes less efficient than DSMC due to the large num-
ber of particles required to simulate the deviation from equilib-
rium.

Particle methods, such as DSMC, typically solve the Boltzmann
equation by applying a splitting scheme,2 in which molecular mo-
tion is simulated as a series of collisionless advection and colli-
sion steps of length �t. In such a scheme, the collisionless advec-
tion step integrates

� f

�t
+ c ·

� f

�r
= 0 �5�

by simply advecting particles for a time step �t, while the colli-
sion step integrates

� f

�t
= �df

dt
�

coll
�6�

by changing the distribution by an amount of �df /dt�coll�t. Spatial
discretization is introduced by treating collisions as spatially ho-
mogeneous within �small� computational cells of volume Vcell.

Our approach retains this basic structure although it must be
noted that since computational particles represent the deviation
from equilibrium, they may be positive or negative, depending on
the sign of the deviation from equilibrium at the location in phase
space where they reside. As in other particle schemes �12�, in the
interest of computational efficiency, each computational devia-
tional particle represents an effective number Neff of physical de-
viational particles. Below we discuss the two main steps in more
detail.

3.1 Collision Step. The variance-reduced form of Eq. �6� can
be written as

�df

dt
�

coll
=

1

�
�f loc − F� −

1

�
fd �7�

Within each computational cell, we integrate Eq. �7� using a two-
part process. This integration requires local �cell� values of vari-
ous quantities, denoted here by hats, which are updated every time
step by sampling the instantaneous state of the gas.

In the first part, we remove a random sample of particles by
deleting particles with probability �t / �̂ to satisfy

f̃ d�t + �t� = f̂ d�t� −
�t

�̂
f̂ d�t� �8�

In our implementation, this is achieved through an acceptance-
rejection process, which can also treat the case �̂= �̂�c�.

In the second part, we create a set of positive and negative
particles �using an acceptance-rejection process� to satisfy

f̂ d�t + �t� = f̃ d�t + �t� +
1

�̂
� f̂ loc�t� − F��t �9�

This step can be achieved by the following procedure. Let cc be a

�positive� value such that f̂ loc�c�−F�c� is negligible for �c�1�cc,

where � · �1 is an L1-norm. Furthermore, let �max bound � f̂ loc�c�
−F�c�� from above. Then, repeat Nc times:

1. Generate uniformly distributed, random velocity vectors c
with �c�1�cc.

2. If � f̂ loc�c�−F�c���R�max, create a particle with velocity c at
a randomly chosen position within the cell and sign

sgn� f̂ loc�c�−F�c��. Here, R is a random number uniformly
distributed on �0,1�.

To find Nc, we note that the number of particles �of all veloci-
ties and signs� that should be generated in a cell to obtain the
proper change in the distribution function is

�t

Neff


Vcell


R3

�f loc − F�
�

d3cd3r =
�tVcell

Neff�̂


R3

� f̂ loc − F�d3c �10�

where Vcell is the cell volume. The �expected� total number of
particles ultimately generated by the above algorithm is

1Within the rarefied gas dynamics literature, the relaxation-time approximation is
known as the BGK model �20�.

2Note that a symmetrized algorithm typically provides higher-order accuracy. See
Refs. �8,9� and references therein.
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Nc


R3

� f̂ loc − F�d3c

�max8cc
3 �11�

By equating the above two expressions, we obtain Nc

=8�t�maxVcellcc
3 / ��̂Neff�.

3.2 Advection Step. It can be easily verified that when the
underlying equilibrium distribution is not a function of space or
time, as is the case here,

� f

�t
+ c ·

� f

�r
=

� fd

�t
+ c ·

� fd

�r
�12�

and thus the advection step for deviational particles is identical to
that of physical particles.

Boundary condition implementation, however, is slightly more
complex because the mass flux to system boundaries includes
contributions from deviational particles as well as the underlying
equilibrium distribution. Our implementation is discussed in more
detail below.

3.2.1 Boundary Condition Implementation. Here, we extend
previous work on diffuse boundary conditions to the more general
case of the Maxwell accommodation model with accommodation
coefficient �. According to this model, a fraction � of the mol-
ecules impacting the boundary are accommodated �diffusely re-
flected�, while the remaining particles are specularly reflected.

Let ub and cb represent the boundary velocity and the most
probable speed based on the boundary temperature, respectively.
Let us assume, without loss of generality, that the boundary is
parallel to the y-z plane and that the gas lies to the right �x�0� of
the wall. For simplicity, let us also assume that the boundary does
not move in the direction normal to its plane; i.e., the
x-component of ub is zero. Under these conditions, the Maxwell
boundary condition can be written �26� as

f�cx,cy,cz� = �1 − ��f�− cx,cy,cz� + �nb�b�cx,cy,cz�, cx � 0

�13�

where in order to simplify the notation we have suppressed the
space and time dependence of the distribution function. Here,
�b�cx ,cy ,cz�= ��cb

2�−3/2 exp�−�c−ub�2 /cb
2�; the quantity nb is de-

termined by mass conservation at the wall, namely,


cx�0

cxfd
3c = − nb

cx�0

cx�
bd3c �14�

Equation �13� can be written as

fd�cx,cy,cz� = �1 − ��fd�− cx,cy,cz� + ��nb�b − F��cx,cy,cz�, cx

� 0 �15�

The algorithm used here for evaluating nb considers deviational
particles and the flux of particles due to the underlying equilib-
rium distribution fe�F separately. More specifically, by introduc-
ing nb=nb

e +nb
d in Eq. �15�, we obtain

fd�cx,cy,cz� = �1 − ��fd�− cx,cy,cz� + �nb
d�b�cx,cy,cz�

+ ��nb
e�b�cx,cy,cz� − F�cx,cy,cz��, cx � 0

�16�

Using a probabilistic interpretation, this boundary condition may
be implemented as follows: deviational particles striking the
boundary are specularly reflected with probability �1−�� or dif-
fusely reflected with probability �. The fraction of deviational
particles diffusely reflected �corresponding to nb

d� can be treated
using an algorithm similar to DSMC; i.e., particles striking the
wall may be sent back to the computational domain drawn from
the appropriate fluxal distribution �here, cx�

b ,cx�0�. One impor-

tant difference, however, is that only the net number of deviational
particles is sent back into the domain since pairs of positive and
negative particles correspond to zero net mass flux and can be
cancelled, i.e.,

nb
d

cx�0

cx�
bd3c = −

cx�0

cxf
dd3c �17�

Equation �16� reveals a third contribution to the deviational
population, namely, ��nb

e fb−F�. This contribution is associated
with the molecular flux incident upon the wall due to the under-
lying equilibrium distribution; nb

e is determined from

nb
e

cx�0

cx�
bd3c = −

cx�0

cxFd3c �18�

As shown in Refs. �16,18�, this case can be treated by creating
deviational particles from the distribution cx�nb

e�b−F� , cx�0.
The number of particles per unit wall surface area generated in a
time step is

F =
��t

Neff


cx�0

cx�nb
e�b − F�d3c �19�

Let Mmax bound the intergrand in Eq. �19� from above, ca be a
�positive� value such that the integrand is negligible for �c�1�ca,
and A be the surface area of the boundary. The requisite number of
particles is generated by repeating Nb=4AMmaxca

3��t /Neff times:

1. Generate uniformly distributed, random velocity vectors c
such that �c�1�ca and cx�0.

2. If cx�nb
e�b�c�−F�c���RMmax, create a particle with velocity

c and sign sgn�nb
e�b�c�−F�c��. Generated particles are ad-

vected for a random fraction of a time step.

4 Results and Discussion
We have performed extensive validations and performance

evaluations of the proposed method using a variety of test cases.
Here, we present some representative transient and steady-state
results involving heat exchange between two infinite, parallel
walls at different temperatures �T0 and T1=T0+�T where �T
=�T0� and a distance L apart in the x direction. The Knudsen
number is defined as k=c0�0 /L, where �0 is the collision time at
the reference �absolute equilibrium� condition.

We start by discussing the variance reduction achieved by the
present method. Validation is discussed in the following section.

4.1 Relative Statistical Uncertainty. As stated above and as
shown in Refs. �11,16,18�, deviational methods such as the one
presented here exhibit statistical uncertainties that scale with the
local deviation from equilibrium, thus allowing the simulation of
arbitrarily low deviations from equilibrium at a cost that is inde-
pendent of this deviation. Here, we demonstrate this feature by
studying the statistical uncertainty of the temperature in a problem
involving heat transfer.

Figure 1 shows the relative statistical uncertainty in the tem-
perature �	T /�T=	T / ��T0�� as a function of � for steady-state
heat exchange between the two walls �k=1,T0=273 K,�=1�; 	T
is defined as the standard deviation in the temperature measured in
two computational cells in the middle of the computational do-
main, each containing approximately N=950 particles. Our results
are compared with those from a representative nondeviational
method, namely, DSMC. The DSMC performance is calculated
from the theoretical result of Ref. �15� obtained using equilibrium
statistical mechanics �assuming small deviation from equilib-
rium�. We also performed DSMC simulations �of the relaxation-
time model� to verify that this theoretical result remains accurate
for �
0.1. The figure shows that this is indeed the case, provided
that in the equilibrium result �15�,
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	T =
T0


1.5N
�20�

T0 is interpreted as the local temperature value.
Figure 1 also shows that for ��0.3 the relative statistical un-

certainty of the deviational method proposed here remains essen-
tially independent of �, in sharp contrast to “nondeviational”
methods. Moreover, the variance reduction achieved is such that
significant computational savings are expected for ��0.1, par-
ticularly when considering that the cost savings scale with the
square of the relative statistical uncertainty �since statistical noise
decreases with the square root of the number of samples�.

4.2 Validation. Figure 2 shows a comparison between the

numerical solution of the linearized ���1� relaxation-time model
of the Boltzmann equation �27� and our simulation results for the
heat flux between the two walls, q, for the case �=1. The figure
compares the heat flux normalized by the free-molecular �ballis-
tic� value, �qfm����=��P0c0 / �
��2−���, as a function of k; here,
P0=n0kBT0 is the equilibrium gas pressure. The agreement be-
tween the two results is excellent.

Figure 3 shows a comparison for �=0.826, one of the few cases
for which numerical results for ��1 are readily available �28�.
The agreement is again excellent.

Figure 4 shows a comparison between our simulation results
and an analytical solution �29� of the linearized collisionless Bolt-
zmann equation for oscillatory variation in the boundary tempera-
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Fig. 1 The relative statistical uncertainty in temperature, �T /�T, as a function of ε for steady-state heat exchange between two
parallel plates at different temperatures with k=1, �=1, and T0=273 K. Simulation results „symbols with error bars on solid line…
are presented and compared with the theoretical prediction †15‡ for DSMC „dashed line…, which serves as a canonical case of a
nondeviational method. Stars show actual DSMC results verifying that equilibrium theory is reliable up to at least εÉ0.3.
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Fig. 2 Comparison between the numerical solution of the linearized Boltzmann equation by Bassanini et al. †27‡ „solid line… and
simulation results „circles… for the heat flux between two parallel, infinite, fully accommodating walls. Some numerical solution
data for k>1 have been transcribed from Ref. †20‡.
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ture, i.e., T1=T0�1+� sin t� , ��1, at a frequency  that is
large compared with the inverse acoustic �ballistic� system time
scale �L /c0�1�. The theoretical solution shows �29� that for
sufficiently large frequencies, the hydrodynamic fields decay
away from the wall proportionally to exp�−��w /c0�2/3�, where �w
is the distance from the wall; in other words, “ballistic bounded
layers” are formed �in contrast to Stokes layers, which are a result
of diffusive transport�. As a result, provided  is sufficiently large,
the collisionless description remains valid for systems of arbi-
trarily large size. Figure 4 shows a comparison between the theo-
retical results �29� and the simulation for k=1, �=1, and L /c0
=40� for the density, flow velocity normal to the wall, tempera-
ture, and heat flux. The analytical solution is based on an
asymptotic expansion valid for �w /c0�1 �29�; thus, it is not

valid in small regions close to the wall where the above condition
is not satisfied. Our results show that sufficiently far from the
wall, the agreement between theory and simulation is excellent.

As shown above, although the computational advantage of the
method presented here compared with nondeviational methods in-
creases as the deviation from equilibrium decreases, the amount of
variance reduction achieved is such that considerable computa-
tional savings are obtained even when the deviation from equilib-
rium is not small. Below, we present a comparison between our
results and DSMC simulations of the relaxation-time model in this
latter regime. Specifically, we simulate an impulsive heating prob-
lem where at time t=0 the temperature of the wall at x=−L /2
jumps from T0 to T0+�T; the gas is initially in equilibrium at
temperature T0, and both walls are fully accommodating ��=1�.
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Fig. 3 Comparison between the numerical solution of the linearized Boltzmann equation by Bassanini et al. †28‡ „solid line… and
simulation results „circles… for the heat flux between two parallel, infinite walls with �=0.826
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Figures 5–7 show a comparison between the two solutions for the
transient evolution of the temperature field for �=0.1 for k=10,
k=1, and k=0.1, respectively. Figure 8 shows a comparison for
k=1 and �=0.3. This value of �, which for T0=273 K corre-
sponds to �T=81.9 K, places the deviation from equilibrium into
the early nonlinear regime �previous work �5� shows that weakly
nonlinear effects appear at ��0.05�. The agreement between the
two simulation approaches is excellent in all cases.

Although computational performance is always implementation
dependent, an indication of the speedup achieved by the proposed
method can be obtained by considering the following CPU times
for calculations achieving a relative statistical uncertainty of 5%
in the heat flux for �=0.01: A transient variance-reduced calcula-
tion to time t=2�0 at k=0.1 requires approximately 600 s on one
core of a 3.0 GHz Intel Core 2 Quad processor; a calculation to

t=0.2�0 at k=10 requires approximately 40 s. In contrast, with all
discretization parameters the same �and thus similar memory us-
age�, DSMC requires approximately 150,000 s to reach the same
final time �t=2�0� at k=0.1 and 65,000 s for k=10�t=0.2�0�. The
CPU times for other values of � can be estimated by noting that
for small �, these times are independent of � for the proposed
method, while for DSMC they scale approximately as �−2. In
steady-state problems—where continuous sampling after steady
state is reached can be performed—the speedup will in general be
smaller because in the low-variance calculations the time to reach
steady state becomes an appreciable part of the total simulation
time.

4.3 A Comment on Linear Conditions. The algorithm de-
scribed in this paper imposes no restrictions on the magnitude of
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Fig. 5 Impulsive heating problem for ε=0.1 and k=10 at t=0.02�0, 0.1�0, 0.2�0, and 0.4�0. The solid line denotes the present
method, and stars denote DSMC results.
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Fig. 6 Impulsive heating problem for ε=0.1 and k=1 at t=0.4�0, 1.6�0, and 8�0. The solid line denotes the present method, and
stars denote DSMC results.
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fd, although as discussed above, the deviational approach becomes
significantly more efficient than traditional approaches when fd is
small. If fd is sufficiently small for linearization to be appropriate,
under some conditions, significant gains in computational effi-
ciency can be achieved by considering the following. Under linear
conditions, we can write

f loc − F = F�� + 2
ĉ · uloc

c0
+ �ĉ2 −

3

2
	�� �21�

where �=nloc /n0−1, ĉ=c /c0, and �=Tloc /T0−1. This representa-
tion can be very useful for improving the computational efficiency
of update �Eq. �9��. For example, for isothermal constant density
flows, particles may be generated from a combination of a normal
distribution and analytic inversion of the cumulative distribution
function, which is significantly more efficient than acceptance-

rejection. Alternatively, Eq. �21� provides a means of obtaining
bounds for �f loc−F�, i.e., �max, and thus reducing the number of
rejections if the acceptance-rejection route is followed.

5 Conclusions
We have presented an efficient variance-reduced particle

method for solving the Boltzmann equation in the relaxation-time
approximation. The method combines simplicity with a number of
desirable properties associated with particle methods, such as ro-
bust capture of traveling discontinuities in the distribution func-
tion and efficient collision operator evaluation using importance
sampling �11�, without the high relative statistical uncertainty as-
sociated with traditional particle methods in low-signal problems.
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Fig. 7 Impulsive heating problem for ε=0.1 and k=0.1 at t=4�0, 12�0, and 40�0. The solid line denotes the present method, and
stars denote DSMC results.
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Fig. 8 Impulsive heating problem for ε=0.3 and k=1 at t=0.4�0, 1.6�0, and 8�0. The solid line denotes the present method and
stars denote DSMC results.
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In particular, as shown above, the method presented here can cap-
ture arbitrarily small deviations from equilibrium at a cost that is
independent of the deviation from equilibrium.

Future work will concentrate on further improving the effi-
ciency of deviational methods. Recent work �30� shows that the
ratio-of-uniforms method �31� can yield significant efficiency im-
provements in sampling distributions, while simulating the devia-
tion from a spatially variable equilibrium distribution reduces the
number of particles required to achieve the same statistical uncer-
tainty.
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Nomenclature
A � surface area of the boundary
a � acceleration due to an external field
c � molecular velocity vector
f � single-particle distribution function
F � absolute equilibrium distribution
k � Knudsen number �=c0�0 /L�

kB � Boltzmann’s constant
L � plate separation
m � molecular mass

Mmax � upper bound on the difference between fluxal
distributions

n � number density
N � number of particles

Neff � effective number of physical deviational par-
ticles per computational particle

N � number of trial particles
P � pressure
q � heat flux
r � position vector in physical space

R � random number uniformly distributed on �0,1�
t � time

T � temperature
u � flow velocity vector

Vcell � cell volume

Greek
� � accommodation coefficient

�w � distance from the wall
�max � upper bound on the difference between

distributions
� � dimensionless temperature difference �=�T /T0�
� � dimensionless temperature �=Tloc /T0−1�
� � relaxation time
	 � standard deviation
� � probability distribution function
 � oscillation frequency
� � dimensionless density �=nloc /n0−1�

Subscripts and Superscripts
b � boundary
c � collision
d � deviational
e � equilibrium

fm � free molecular
loc � local

0 � absolute equilibrium
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Large Convective Heat Transfer
Enhancement in Microchannels
With a Train of Coflowing
Immiscible or Colloidal Droplets
We show that heat transfer in microchannels can be considerably augmented by intro-
ducing droplets or slugs of an immiscible liquid into the main fluid flow. We numerically
investigate the influence of differently shaped colloidal or simply pure immiscible drop-
lets to the main liquid flow on the thermal transport in microchannels. Results of para-
metric studies on the influence of all major factors connected to microchannel heat
transfer are presented. The effect of induced Marangoni flow at the liquid interfaces is
also taken into account and quantified. The calculation of the multiphase, multispecies
flow problem is performed, applying a front tracking method, extended to account for
nanoparticle transport in the suspended phase when relevant. This study reveals that the
use of a second suspended liquid (with or without nanoparticles) is an efficient way to
significantly increase the thermal performance without unacceptably large pressure
losses. In the case of slug-train coflow, the Nusselt number can be increased by as much
as 400% compared with single liquid flow. �DOI: 10.1115/1.4002031�

Keywords: nanofluid, colloidal suspensions, thermal transport, Marangoni effect,
droplet-laden flow, segmented flow, immiscible fluids

1 Introduction
Thermal management of microelectronic devices becomes more

important and challenging as size is reduced and power density
�converted to heat� increases. The demand of fast removal of the
produced heat in microscale devices such as microprocessors or
even microfuel cells stimulates growing research activities in the
field of liquid cooling �1–4�. Among various techniques to im-
prove the cooling performance in microchannels, we mention two
promising approaches.

One employs engineered fluids, such as colloids consisting of a
base fluid in which solid particles of sizes of 10–50 nm are dis-
solved. The thermal conductivity of such “nanofluids” can be sig-
nificantly improved compared with the base fluid at concentra-
tions of a few percent per volume, but at the expense of a
corresponding increase in viscosity. Depending on particle size
and concentration, the effective thermal conductivity of those flu-
ids can be increased by as much as 10–40% �5,6� although the
degree of improvement and the reasons behind it are still issues of
debate �7�. For example, Lee et al. �6� reported in their study a
10% heat transfer enhancement using a suspension of Al2O3 par-
ticles of 38 nm in diameter at a concentration of 4.5% in distilled
water. For detailed reviews on the thermal transport connected to
nanofluids, see Keblinski et al. �8�, Wang and Mujumdar �9�, Yu et
al. �10�, and Buongiorno et al. �11�.

Another option to improve cooling exploits the fact that the
heat removal rate from a microchannel wall in organized bubble
flows is higher than in single phase flows. In the presence of
immersed bubbles, the thermal transport is augmented by a block-
age effect in front of the bubbles and recirculation in their wake.
Lakehal et al. �12� and Fukagata et al. �13� showed numerically
that in the case of gas-liquid flow, the heat transfer is three to four

times higher than in pure water flow. Recently, a numerical study
by Urbant et al. �14� on liquid-liquid flow indicated a similar
trend. The number of experimental studies on heat transfer aug-
mentation in two-liquid flows but also on two-phase gas-liquid
flows in microchannels is limited. For example, Monde and Mit-
sutake �15� reported experiments on enhanced heat transfer in
bubbly flow through small scale channels.

The present work aims at taking advantage of both the above-
mentioned approaches by introducing immiscible pure or colloidal
droplets into the liquid flow in a microchannel. In addition to a
significant increase in the cooling performance, this approach is
expected to result in a decrease in the undesirable pressure drop
associated with the colloidal suspensions �nanoliquids�. The effect
of noncolloidal droplets is also investigated.

Spherical or elongated nanofluid droplets are introduced at the
entrance region of the channel into the base fluid. The flow around
the droplets develops as they travel further downstream. There
exist different methods to experimentally establish liquid-liquid
droplet-laden flows. Those are, for example, flow or hydrody-
namic focusing techniques �16,17�, T- and Y-junctions �18–20�, or
concentric injection �21�. Cubaud and Mason �17� used a flow
focusing device to produce liquid emulsions in a 100 �m wide
microchannel. They reported on different flow patterns based on
the capillary number of each fluid. The flow parameters and chan-
nel sizes in the presented study are in the range of the abovemen-
tioned experiments.

The goal of this paper is to numerically investigate all impor-
tant aspects related to immiscible and colloidal droplet-laden two-
fluid flow through heated microchannels. Through parametric
studies, we assess the influence of different flow conditions �e.g.,
velocity and radius�, liquid systems of water in oil and oil in water
emulsions, and the presence of nanoparticles on the cooling per-
formance of the channel. This is reported by the calculated local
and overall Nusselt number. The model presented includes all rel-
evant thermophysical phenomena such as Marangoni effects
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caused by variable surface tension due to temperature gradients at
the liquid-liquid interface as well as nanoparticle motion within
the droplet.

A two component mixture model is applied to account for the
convective and diffusive nanoparticle transport within the nano-
fluid droplet �22,23�. This model includes thermophoresis due to
temperature gradients and Brownian diffusion, which are the ma-
jor slip mechanisms causing nanoparticle transport relative to the
embedding liquid.

In order to keep track of the interface between the droplets and
the base fluid, a front tracking method is employed �24�. There
exist several methods for dealing with two-phase flows, such as
volume of fluid �25�, level set �26�, phase field �27�, front tracking
�28�, or lattice Boltzmann methods �29,30�. Lakehal et al. �12� and
Fukagata et al. �13�, for example, employed a level set approach
to calculate thermal two-phase flow in microchannels. Urbant et
al. �14� used the volume of fluid method, although by applying
interfacial tension values of only 5 mN m−1.

Rather high interfacial tension values �40 mN m−1� resulting in
capillary numbers of O�10−4� as well as high viscosity ratios in
our simulation dictate the need for an accurate and reliable algo-
rithm for calculating the interfacial forces. The accurate calcula-
tion of surface tension force becomes a major issue especially in
flows, where capillary forces are the dominant physical mecha-
nism �31�. In a conventional volume of fluid methods applying the
continuous surface force �CSF� model �32� can lead to nonphysi-
cal, spurious currents �31�. In front tracking, spurious currents
remain a rather small issue. However, to further suppress those
numerical artifacts and to be able to calculate at even smaller
capillary numbers, we apply a hybrid surface tension calculation
method �24�. In this method, the solution of the interface curva-
ture is based on the classical Lagrangian front tracking approach,
and the surface tension force is calculated based on the Eulerian
approach used in the level set and volume of fluid methods.

In the following section, the physical model and the governing
transport equations for multiphase flow as well as an additional
equation describing the convective and diffusive transport of
nanoparticles in the colloid are introduced. The solution procedure
and dimensionless groups relevant for thermal transport in micro-
channels are presented in Sec. 3. Results of the calculations as
well as parametric studies on the heat transfer can be found in
Sec. 4, followed by concluding remarks in Sec. 5.

2 Problem Definition
The microchannel under investigation is presented in Fig. 1.

Liquid droplets of different sizes and elongation are immersed
into the base fluid at the entrance region. The droplets are im-
mersed by changing the physical properties in the circular region
enclosed by the droplet surface. In the first part of the channel, the
flow around the droplets develops as they are moving with the
base fluid further downstream. The interface between the droplet
and its surrounding liquid is freely deformable. Once the flow
field is fully developed, the droplets enter the “thermal section” in

the second part of the channel. Here, the channel wall is heated,
and we investigate the heat transfer to the two fluid flow. For a
single fluid, the flow through the cylindrical channel would follow
the well known Graetz problem of a thermally developing and
hydrodynamically fully developed laminar flow �33�. To conserve
computational time, we set the boundary conditions at the inlet to
a fully developed Hagen–Poiseuille flow profile. The temperature
distribution along the channel wall follows a step function. In the
first isothermal section, the wall temperature is equal to the tem-
perature of the liquid, and after six channel radii it is increased to
340 K and is kept at this value thereafter. The length of the chan-
nel is 26 radii in order to capture all phenomena present in the
thermal entrance region.

The fluid in the droplets is either pure silicone oil, water, or a
nanofluid consisting of nanoparticles and a solvent, in our case
either polyalphaolefine �PAO� or water. The droplets are sur-
rounded by the bulk fluid, which is, depending on the liquid
within the droplet, either pure water or silicone oil. In the follow-
ing, the fluid inside the droplets will be denoted as liquid 1 and the
bulk fluid as liquid 2. The channel diameter is varied between 0.1
mm and 1 mm, and the initial radius of the droplets was chosen to
be 0.8 channel radii. In case of slug flow, the initial radius of the
cylindrical part of the elongated droplets was set to 0.95 channel
radii. The initial distance between two subsequent droplets was set
equal to 3.7 channel radii for spherical droplets and 2.5–3 channel
radii for elongated droplets. The mean velocity in the channel
ranges from 1 cm/s to 10 cm/s. These values are in the same range
as reported in experiments of liquid-liquid flow �16–21�. The re-
sulting Reynolds numbers �Rei=v0�iR0 /�i� between 1.0�10−2

and 100 indicate the purely laminar regime of the fluid flow. The
strong influence of surface tension on the flow can be seen by the
Weber number �Wei=�iR0v0

2 /�0� being as low as 1.1
�10−4–1.9�10−1. The Peclet number �Pei=ReiPri� varies be-
tween 3.5 and 700.

The problem is solved using one set of continuity equations for
the entire domain both inside and outside the droplets and is mod-
eled as 2D axisymmetric. Both liquids are treated as incompress-
ible with no external body forces as the influence of gravity can be
regarded as negligible. This is justified by the fact that the Bond
number is well below unity ���gR0

2 /��1�.
With the abovementioned assumptions, the continuity and

Navier–Stokes equations for the entire physical domain read

� · v = 0 �1�

�� �v

�t
+ v · �v� = − �p + � · ���v + �vT� + F �2�

where � and � are the density and viscosity of the liquids. The last
term in Eq. �2� accounts for the interfacial tension force, which
can be calculated as

F =�
S��t�

���n + �s����x − x��dS �3�

In Eq. �3�, � and � denote the temperature-dependent interfacial
tension and the curvature of the freely deformable interface. n is
the normal to the interface, �s is the tangential gradient operator
and the Dirac distribution, ��x−x�� localizes the effects of the
surface tension to the interface, and S��t� is defined by x�. Con-
trary to the CSF method, the calculated curvature � is related to
the actual physical curvature of the Lagrangian interface �24�. The
interfacial tension is calculated, assuming a linear dependence on
temperature:

��T� = �0 + �TT �4�

where �0 denotes the interfacial tension at a given temperature T0
and �T=−d� /dT is the temperature coefficient.

Liquid 1
Nanofluid

Liquid 2
Bulk fluid

r
z

340 KT
300 K

R

Rd

I: entrance section II: heated section

z=0

Fig. 1 The physical system under consideration. In the iso-
thermal section of the microchannel, the droplets „liquid 1… are
immersed into the base fluid „liquid 2….
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The nanoparticle continuity and energy equations are derived
from Buongiorno �22�. Here, the mixture of nanoparticles and its
solvent is treated as a single phase, and the nanofluid is considered
to be a dilute mixture. Brownian diffusion and thermophoresis,
which is the particle motion under the influence of a thermal gra-
dient, are the only relevant slip mechanisms for nanoparticle
transport in laminar flow. They are incorporated into the nanopar-
ticle transport equation as follows:

�	

�t
+ v · �	 = � · �DB � 	 + DT

�T

T
� �5�

where 	 denotes the particle volume fraction. Brownian diffusion
and thermophoresis are described by the first and second terms on
the right hand side, respectively. DB and DT are the Brownian and
the temperature-dependent thermal diffusion coefficient, respec-
tively. In the nanofluid, the coefficients can be calculated as �22�

DB =
kBT

3
�dp
, DT = �

�

�
	 �6�

where kB denotes Boltzmann’s constant and � is a proportionality
factor. In the bulk fluid �liquid 2�, both diffusion coefficients are
set to zero.

In the presence of nanoparticles, the energy equation takes the
form

�c� �T

�t
+ v · �T� = � · k � T + �pcp�DB � 	 · �T + DT

�T · �T

T
�
�7�

Here, �p and cp are the nanoparticle density and specific heat. The
entire term in brackets on the right hand side accounts for thermal
transport due to particle motion. An order of magnitude analysis
reveals that this term is negligible, and the energy equation be-
comes identical to the one of a pure fluid �22�. From this follows
that the nanoparticles affect the heat transfer in the nanofluid only
by their influence on the thermophysical properties.

The spatial distribution of the property fields in the entire physi-
cal domain can be calculated using the indicator function I. The
calculation of I is presented in Ref. �24�. This function is 1 inside
the droplet and zero in the bulk fluid. For example, for the density
field it follows that

��x,t� = �2 + ��1 − �2�I�x,t� �8�

where �1 and �2 are the densities of the nanofluid and the bulk
fluid, respectively. The dynamic viscosity, thermal conductivity,
and specific heat can be determined using the same approach. The
spatial distribution of the diffusion coefficients is calculated using
the same approach. By setting the diffusion coefficients in liquid 2
identical to zero and following Eq. �8�, one obtains

DB�x,t� = DB,1I�x,t�
�9�

DT�x,t� = DT,1I�x,t�

The property field varies not only between the two liquids but also
within the nanofluid �liquid 1� as it is a function of particle con-
centration. The density and specific heat of the nanofluid can be
calculated using standard mixture laws �34�:

�1 = 	�p + �1 − 	��s

�10�

c1 =
	cp�p + �1 − 	�cs�s

�1

�s and �p denote the density of the solvent and the particles,
respectively. There is still a lack of accurate theoretical models for
the prediction of the viscosity and thermal conductivity of nano-
fluids. From measurements by Pak and Cho �35�, the following
correlations for the viscosity and thermal conductivity of alumina
nanoparticles dissolved in water can be derived �22�:

�1 = �s�1 + 39.11	 + 533.9	2� �11�

k1 = ks�1 + 7.47	� �12�
For alumina particles in PAO, the viscosity and thermal conduc-
tivity can be correlated as follows �36�:

�1 = �s�1 + 18.8	� �13�

k1 = ks�1 + 4.97	� �14�

3 Numerical Solution
In order to facilitate the numerical simulation and to investigate

the influence of the different characteristic groups, the following
dimensionless scales are introduced:

u =
v

v0
, � =

	

	0
,  =

T − T0

�T
�15�

� =
p

�2v0
2 , x =

r

R0
, � = t

v0

R0

where v0, 	0, R, T0, and �T are the mean velocity at the inlet of
the channel, the initial nanoparticle concentration in the nanofluid,
the channel radius, the initial temperature, and the temperature
scale, respectively. With those transformations, the governing Eqs.
�1�, �2�, �5�, and �7� read

� · u = 0 �16�

�u

��
+ u · �u = −

1

��
� � +

1

��Re2
� · ����u + �uT� +

F

��We2

�17�

��

��
+ u · �� =

1

Re2Sc2
�� · I � � + � ·

I

NBT
� � �18�

�

��
+ u · � =

1

Re2Pr2

1

��c�
� · k� �  �19�

The physical properties in Eqs. �16�–�18� are brought in dimen-
sionless form with the values of the continuous phase �liquid 2�.
For both phases �liquids 1 and 2�, we introduced the following
dimensionless groups: the Reynolds, Schmidt, Prandtl, and Weber
numbers as well as NBT, which is the characteristic number for
thermophoretic particle motion,

Rei =
v0�iR0

�i
, Sci =

�i

�iDB
, Pri =

ci�i

ki

�20�

Wei =
�iR0v0

2

�0
, NBT =

�iDBT0

��i�T

Two additional dimensionless numbers are used later on. These
are the capillary number and the Peclet number:

Cai =
v0�i

�0
, Pei =

�iv0ciR0

ki
�21�

The problem is solved by means of a finite difference scheme with
uniform grid spacing on a staggered mesh. The diffusive terms are
approximated using second order central differences. For the con-
vective terms, a second order essentially nonoscillating �ENO�
scheme is applied �37�. In this scheme, the discretization of the
convective terms is a mixture of an upwind and a central differ-
encing scheme depending on the properties of the flow in a com-
putational cell. A second order implicit scheme is used for the
temporal discretization. For the solution of the transport equa-
tions, the biconjugate gradient stabilized algorithm �BiCGStab� is
applied �38�. The convergence criterion on the maximal residuals
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was set to 1.0�10−7. Grid independence of the solution of the
temperature, velocity, and pressure field as well as the mean drop-
let velocities was ensured in parametric studies, resulting in an
optimal number of 30�990 grid cells. In order to save compu-
tational costs, the time step size was varied between 1.0�10−4

and 1.0�10−2 during the calculations.
A detailed description of the numerical schemes connected to

the front tracking method can be found in Ref. �24�. The front
tracking program and numerical algorithms used herein were pre-
viously thoroughly validated in different numerical studies
�24,39�.

4 Results and Discussion
The heat transfer in the fluid was investigated for different flow

conditions and fluid systems. The fluids used in this study are
water, 5 cS silicone oil, and PAO. The nanofluid in the droplet is
a mixture of Al2O3 nanoparticles suspended in either water or
PAO. The initial volumetric concentration of particles in the sol-
vent is 3%. The fluid properties used herein are presented in Table
1.

Interfacial tension values of the water-silicone oil system were
estimated based on the model of Girifalco and Good �43� com-
bined with literature values of the pure and combined phases
�44,40�. This results in an interfacial tension of 38 mN m−1 at 300
K and a temperature coefficient �T of 0.06 mN m−1 K−1. Due to
the lack of clear data for interfacial tension, the same values were
chosen for water-PAO as well. Reliable data do not exist for the
interfacial tension between nanofluids of Al2O3 particles and wa-
ter or silicon, to the best of our knowledge. However, Murshed et
al. measured experimentally the temperature-dependent interfacial
tension of TiO2-water nanofluids in oil �45�. In their study, they
reported a significantly reduced interfacial tension in the presence
of nanoparticles. Following their results, we reduced the interfa-
cial tension in the presence of nanoparticles by 25%.

We identified the Reynolds number, the capillary number �Cai

=Wei /Rei�, and the Peclet number �Pei=ReiPri� in both liquids as
well as the viscosity ratio �1 /�2 as being the relevant dimension-
less groups, which determine the thermal transport in microchan-
nels. The heat transfer can be expressed in terms of the local
Nusselt number in the axial direction, which is defined as

Nuz =
2R0q�wall,z

k�Tb − Twall,z�
=

2��/�x�wall,z

�wall,z − b�
�22�

R0, Tb, and b are the pipe radius and the dimensional and dimen-
sionless local bulk mean temperatures, respectively. The local
bulk mean temperature can be calculated in accordance with Ref.
�46� as

b =

�
0

1

��c�uzxdx

�
0

1

��c�uzxdx

�23�

In Eq. �23�, all fluid properties as well as the temperature and the
axial velocity are a function of the radial position. The calculated

local Nusselt number for single liquid flow can be validated with
an approximated solution of the Graetz problem. In the case of
constant wall temperature, the Nusselt number in the early part of
the thermal entrance region can be approximated as �47�

Nu = 1.357	Pe
R0

z

1/3

�24�

The calculated results and the Nusselt number obtained from Eq.
�24� are plotted in Fig. 2, showing good agreement. Slight differ-
ences at the entrance region are caused by the fact that the ap-
proximated solution, Eq. �24�, is obtained by neglecting axial dif-
fusion and by linearizing the velocity near the wall.

The local Nusselt number in the axial direction for a point in
time along with the temperature distribution for a flow of nano-
fluid droplets �PAO and Al2O3 particles� in water is depicted in
Fig. 2 as well. Here, the mean inlet velocity v0 was set to 10 cm/s,
and the channel radius was 500 �m. This results in a Reynolds
number of 50 and a capillary number of 3.6�10−3 in the bulk
fluid. Compared with single liquid flow, the Nusselt number is
significantly higher in the present two-liquid flow arrangement.

In the presence of liquid droplets, the local Nusselt number
exhibits two peaks: in the bulk liquid in front of the droplet and in
the rear of the droplet. The droplets move 1.2 times faster than the
bulk fluid. Thus, a recirculation zone develops between the drop-
lets. In the wake of the droplets, the Nusselt number decays, as
cold fluid is pulled toward the tail. In front of the droplets, a
blockage effect occurs, and hot fluid is transported from the wall
toward the center of the channel. In this region, the Nusselt num-
ber increases and exhibits the maximum value of 12. The second,
lower peak in the rear of the droplets is caused by slight recircu-
lation within the droplet, as shown in Fig. 3.

Table 1 Physical properties of the liquids and the Al2O3 nanoparticles used in the calcula-
tions. �, �, k, and c are the density, dynamic viscosity, thermal conductivity, and specific heat.

Fluid/solid
�

�kg m−3�
�

�Pa s�
k

�W m−1 K−1�
c

�J kg−1 K−1� Ref.

Water 1.0�103 1.0�10−3 6.0�10−1 4.2�103 -
Silicone oil �5 cS� 9.1�102 4.6�10−3 1.2�10−1 1.5�103 �40�
PAO 8.0�102 5.0�10−3 1.3�10−1 2.3�103 �41�
Al2O3 4.0�103 - 4.0�101 7.7�102 �42�
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Fig. 2 Local Nusselt number and temperature field in the axial
direction for liquid-liquid flow with spherical droplets. The liq-
uids used are water as the base fluid „liquid 1… and PAO and
Al2O3 nanoparticles as the suspended liquid „liquid 2…. The
dashed line compares to the Nusselt number of a single fluid
flow of water. The solid line shows the approximate solution for
the Nusselt number „Eq. „24…….
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To explore the influence of the recirculation on the wall thermal
layer, streamlines and the temperature distribution of both cases
are depicted in Fig. 3. The wall temperature was set to 340 K.
Dark areas represent lower temperature values. The streamlines
are plotted in a reference frame moving with the fluid flow �Fig.
3�b��. In Fig. 3�a�, it can be seen that the wall thermal layer is
affected at two distinct positions. In front of the droplet, hot fluid
from the wall is dragged with the circulating flow toward the
center of the channel. Here, the circulating flow between the two
droplets, indicated by the velocity vectors, affects the thermal
transport. Within the droplet, the recirculation is less pronounced.
However, the wall thermal layer is disturbed in the rear of the
droplets, where convective transport away from the channel wall
takes place.

The Nusselt number can be further increased by establishing an
elongated droplet or slug flow in the channel �Fig. 4�. As in the
previous case, the liquids are chosen to be water �main flow� and
a nanofluid of PAO and Al2O3. The velocity and the channel
radius are the same as in Figs. 2 and 3. Compared with the case
with only spherical droplets, a further rise of the Nusselt number
can be detected. The Nusselt number triples compared with single
liquid flow. Peak values are as high as 25. Due to the higher
blockage effect, the recirculation inside and between the slugs is
more pronounced. The profile exhibits again two peaks in front
and in the wake of the slugs, where the wall thermal layer is
affected. The decreased heat transfer within the droplets is a rea-
son of the lower specific heat and thermal conductivity of the
nanofluid compared with the aqueous bulk fluid.

In slug flow, vortices within and between the droplets are more
pronounced �Fig. 5�b��. The wall thermal layer is affected at the
same positions as in the case of spherical droplets �Fig. 5�a��.
However, the convective thermal transport is noticeably higher.
The particle distribution within the slugs is depicted in Fig. 5�c�.
High particle concentrations are illustrated by dark colors. It can
be seen that the particles accumulate at two areas, close to the
interface at the channel wall and in a small band at the centerline
of the droplet. The distribution of the particle concentration ex-
hibits the same swirly pattern as the temperature field. This indi-
cates that the particles are transported in a convective manner
along the fluid flow in the elongated droplet. Due to the predomi-
nantly convective transport, the particles are transported toward
the interface close to the hot channel wall. At the center of the
droplet, a second effect can be identified: Here, the particles ex-
perience a thermophoretic force, pushing them toward the region
of the centerline where they accumulate due to the lower fluid
temperature. Since concentration gradients are smoothed out by
the counteracting Brownian diffusion, both effects are rather
small. Depending on the position of the slug, the particle concen-
tration is only changed by 0.5–5%.

The influence of varying Reynolds numbers on the heat transfer
is shown in Fig. 6, where the local Nusselt number, averaged over
time, Nuz in the axial direction for different flow conditions is
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Fig. 3 „a… Temperature field and „b… streamlines in a moving
reference frame for nanofluid droplet-laden flow. The liquids
used are water as the base fluid „liquid 1… and PAO and Al2O3
nanoparticles as the suspended liquid „liquid 2….
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Fig. 4 Local Nusselt number and the temperature field in the
axial direction for liquid-liquid flow with elongated droplets.
The liquids used are water as the base fluid „liquid 1… and PAO
and Al2O3 nanoparticles as the suspended liquid „liquid 2…. The
dashed line compares to the Nusselt number of a single liquid
flow of water.
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Fig. 5 „a… Temperature field…, „b… streamlines in a moving ref-
erence frame, and „c… the particle concentration for liquid slug
flow. The liquids used are water as the base fluid „liquid 1… and
PAO and Al2O3 nanoparticles as the suspended liquid „liquid 2….
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Fig. 6 Temporally averaged Nusselt number for different chan-
nel radii and velocities. The liquid in the droplet „liquid 1… is 5
cS silicone oil. It is surrounded by water „liquid 2…. The dashed
lines indicate the solution for aqueous single liquid flow.
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depicted. The Nusselt number is averaged over the time period, a
train of ten droplets needs to move through the channel. After the
first droplet has left the channel, a quasi-steady-state has been
reached. For the cases shown here, the liquid within the droplets is
5 cS silicone oil surrounded by water. The mean inlet velocity and
the channel radius are varied between 1 cm/s and 10 cm/s and
50 �m and 500 �m, respectively. Compared with single liquid
flow �dashed lines�, a higher cooling performance can be detected
for all cases. At high Reynolds numbers �Re2=50�, the Nusselt
number nearly doubles. Also, for lower Reynolds numbers, a sig-
nificant augmentation can be detected. Cases 2 and 3 reveal that
not only the Reynolds and Peclet numbers have an influence on
the heat transfer performance of the microchannel. Both the Peclet
and Reynolds numbers are identical in these cases �Re2=5, Pe2
=35�. Different capillary numbers �Ca2=2.7�10−4 for case 2;
Ca2=2.7�10−3 for case 3� show that the influence of the surface
tension cannot automatically be neglected in micro scale heat
transfer devices. For cases 2–4, the Nusselt number increases until
the end of the channel �z /R0=20�. This nonmonotonic behavior is
caused by the fact that the droplet flow affects the thermal wall
layer. As will be seen later, this effect is even stronger for slug
flow �Fig. 10�. For low Reynolds numbers, Re2=0.5 in the bulk
fluid and Re1=0.1 in the droplet, the profile exhibits an initial dent
at the thermal entrance region, case 1 in Fig. 6. This dent can be
explained by Marangoni effects. The initially high surface tension
gradients, along the interface between the liquids at the entrance
region, result in a Marangoni force. This force acts against the
circulating flow at the interface of the droplets, as fluid is pushed
toward regions with lower temperature. The low capillary num-
bers for the droplet �Ca1=1.2�10−3� and the bulk fluid �Ca2
=2.7�10−4� emphasize this strong influence of surface tension
Marangoni forces.

For higher Reynolds numbers, the Marangoni effect cannot be
neglected either. This can be seen in Fig. 7, where calculations
applying constant interfacial tension are compared with runs with
temperature-dependent interfacial tension. The latter are identical
to cases 1, 3, and 4 in Fig. 6. For all Reynolds number regimes,
the Nusselt number is higher when constant interfacial tension is
assumed. It follows that the Marangoni effect, i.e., the dependency
of interfacial tension on temperature, decreases the heat transfer
performance of microchannel two-liquid flow. The Marangoni
force resulting form temperature gradients at the interface coun-
teracts the swirling motion of the fluid flow.

This effect can be explained with the help of Fig. 8. The tem-
perature gradient near the channel centerline in front and at the
rear of the droplet results in a variation of the temperature-
dependent surface tension �bottom half of Fig. 8�. At both ends of
the droplet, the gradient in surface tension causes a Marangoni
force at the interface, which directs fluid toward the centerline of
the channel. In front of the droplet, this force aids the rotational
motion of the fluid outside the droplet �indicated by the velocity
vectors in the top half of Fig. 8�. However, in the rear of the
droplet, a steeper temperature gradient results in a higher Ma-
rangoni force counteracting the rotational motion of the surround-
ing fluid toward the channel wall. The net result of both effects is
a decreased rotational motion of the fluid in between two sequen-
tial droplets. For moderate Reynolds numbers of 5, this effect is
rather high; here, the Nusselt number change is 13%. For Rey-
nolds numbers of 50, a 4% change can still be detected. In the
case of low Reynolds numbers �Re2=0.5�, the temperature gradi-
ents decrease already after four to five radii. Therefore, the Ma-
rangoni force only plays a role at the very beginning of the en-
trance region. In all cases, shown here the Nusselt number
remains significantly higher than that of single liquid flow.

The positive influence of nanoparticles on the heat transfer per-
formance in microchannels is shown in Fig. 9. In Fig. 9�a�, the
bulk fluid is 5 cS silicone oil, in which spherical water droplets
are immersed. In Fig. 9�b�, similar results are shown for slugs of
polyalphaolefine in water. In both cases, the Reynolds numbers
are chosen to vary between 5 and 50. To asses the influence of
nanoparticles, Al2O3 particles are suspended into the droplet liq-
uid. In Fig. 9�a�, it can be seen that in the presence of nanopar-
ticles, the local Nusselt number increases by 3–5% compared with
the case of pure fluids. Here, the augmentation effect of nanopar-
ticles increases for higher Reynolds numbers. As already men-
tioned earlier, the surface tension of nanofluids is smaller com-
pared with pure fluids. This results in somewhat higher capillary
numbers, supporting the effect of nanoparticles on the heat trans-
fer. To further investigate this phenomenon, we performed calcu-
lations, where the surface tension was kept the same �Fig. 9�b��.
Here, the Nusselt number only increases by 1.5% in the presence
of nanoparticles. It can be concluded that the nanoparticles mainly
improve the thermal transport by lowering the effective interfacial
tension of the droplets. The positive effect caused by increased
thermal properties, such as thermal conductivity or specific heat,
is marginal.

The peaks in the profiles of the temporally averaged Nusselt
number in Fig. 9�b� are caused by the strong impact of slug flow
on the thermal wall layer. First, when entering the heated section
of the channel, the colder slug pushes the hot liquid of the wall
thermal layer away. Due to the strong recirculation within and
between subsequent slugs, hot liquid is transported toward the
centerline of the flow. At the same time, cold fluid from the cen-
terline region flows toward the hot wall, causing steep temperature
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Fig. 7 Nusselt number distribution for different cases with
constant surface tension „�=�0… compared with calculations,
where the Marangoni effect is included „�= f„T……. The liquid in
the droplet „liquid 1… is 5 cS silicone oil, surrounded by water
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Fig. 8 Velocity vectors in a moving reference frame „top… and
temperature field „bottom… around a single spherical droplet
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gradients at the channel wall. This effect goes on until the first
warm fluid particle in the vortex reaches the wall again �Fig. 4�.
This is the case after the slug has covered a distance of 11 radii.
After this position, the temperature gradient �and the Nusselt num-
ber� decreases.

This can be seen in Fig. 10, where the absolute value of the
temporally averaged heat flux q and the temporally averaged
mean bulk temperature �Eq. �23�� are plotted. The heat flux shows
a slightly decreasing plateau between z /R0=3 and z /R0=11,
which is caused by the near constant temperature gradient
�dT /dr�wall,z at the wall. After z /R0=11, the temperature gradients
and, in turn, the heat flux decrease. The bulk mean temperature Tb
is constantly increasing, while the heat flux is nearly constant in
the first part of the heated section. As a result, the Nusselt number
�Eq. �22�� increases as well between z /R0=3 and z /R0=11, ex-
hibiting a peak value at z /R0=11, as can be seen in Fig. 9�b�.

Another possibility for considerably increasing the thermal per-
formance of the microchannel flow is to use droplets of higher
viscosity, as is shown in Fig. 11. Here, the viscosity of the droplets
is changed by using different types of silicone oil. The bulk fluid
is water. The viscosity of the oil is 0.5 cS, 5 cS, or 50 cS. This
results in viscosity ratios �1 /�2 of 0.5, 4.6 and 46 for high vis-
cous silicone oils. It can be seen that the Nusselt number strongly

depends on the viscosity ratio of the two phases. In the case of
higher Reynolds numbers of the bulk fluid �Re2=50�, the influ-
ence is particularly strong. Here, the Nusselt number more than
doubles compared with single liquid flow. For low Reynolds
�Re2=0.5�, the influence is lower, but high viscosity ratios still
increase the heat transfer performance of the liquid-liquid flow by
5%. High viscosity droplets move slower compared with droplets
with low viscosity. The velocity of the less viscous droplets is 1.4
times higher than the mean velocity of the carrier liquid. Highly
viscous droplets move only 1.2 times faster than the bulk fluid.
However, due to the high viscosity ratio between the two liquids,
the circulating motion of the fluid is significantly increased. As
will be seen later, this results in a slightly increased pressure drop
�Fig. 13�.

From previous research on gas-liquid flow, it is known that the
heat transfer of slug flow is considerably higher compared with
bubbly flow �12�. In two-liquid flow, similar results can be ob-
tained, as shown in Fig. 12. Here, the temporally averaged Nusselt
number distribution is shown for differently shaped droplets. In
Fig. 12�a�, results are presented for droplets of 5 cS silicone oil; in
Fig. 12�b�, polyalphaolefine and Al2O3 nanoparticles are used. In
both cases, the base fluid is water. For both liquid configurations,
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Fig. 9 The effect of nanoparticles on the temporally averaged local Nusselt number. In „a…, the carrier liquid „liquid 2… is 5 cS
silicone oil, and the liquid in the droplets „liquid 1… is water with and without nanoparticles. In „b…, similar results are shown for
slug flow, where the carrier liquid „liquid 1… is water and the liquid in the droplet „liquid 2… is PAO with and without nanoparticles.
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the heat transfer is strongly increased in the case when the Rey-
nolds number is 50. Peak values of 17 for the Nusselt number can
be achieved when the elongation of the slug is 1.5R0. For longer
slugs �2R0�, the Nusselt number drops again as the amount of the
suspended liquid �liquid 1� increases. The thermal properties of
the suspension liquid are less adequate for thermal transport com-
pared with the surrounding water. For low Reynolds numbers
�Re2=5�, the influence of capillary forces is higher compared with
viscous forces, resulting in a minor influence of the droplet shape.

The increase in thermal transport in slug flow is mainly caused
by stronger recirculation between and within the slugs, which is in
turn caused by the velocity difference between slugs and the car-
rier liquid. In slug flow, the mean velocity of the bulk fluid expe-
riences a further drop. It follows that the increase in heat transfer
in slug flow is achieved at the expense of a higher pressure drop.
In the present study, the pressure drop along the channel triples for
slug flow compared with spherical droplet-laden flow, as shown in
Fig. 13.

In Fig. 13, the mean Nusselt number over the nondimensional
pressure drop ��=�p /0.5�2v0

2�, normalized by the pressure drop
of a single liquid �0 �water�, is depicted for two different sce-
narios. The Nusselt number is averaged over the length of the
heated section of the channel and the time period needed so that
ten subsequent droplets move through the channel. In Fig. 13�a�,
we compare the friction losses of differently shaped droplets of
different liquids. It can be seen that the heat transfer in slug flow
is considerably higher compared with single liquid flow �the in-
crease in the Nusselt number is nearly 400%�. The best cooling
performance is obtained for slugs of 5 cS silicone oil. Here, the
Nusselt number is 15 for a channel with a radius of 500 �m
�Re2=50�. However, higher Nusselt numbers in slug flow are
strongly connected to an increased pressure drop, which triples for
slug flow compared with spherical droplet flow. Figure 13�a� re-
veals that the pressure drop further increases in the presence of
nanoparticles, even though the positive effect of nanoparticles on
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the thermal performance is minor. Another possibility for increas-
ing the thermal performance of a microchannel is to use higher
viscosity droplets. Figure 13�b� shows that the Nusselt number
can be increased to 9.6 when using 50 cS silicone oil ��1 /�2
=46� as the droplet liquid. The pressure drop increases by only
11% compared with a single fluid, whereas the Nusselt number
more than doubles. Again, in Fig. 13, it can be seen that the use of
a nanofluid �PAO with nanoparticles� increases the Nusselt num-
ber at the expense of a significant pressure drop increase.

To further elaborate on the effect of nanoparticles on the fric-
tion losses, the Nusselt number of single and two-liquid flow is
plotted in Fig. 14. As expected, Fig. 14 reveals that suspended
nanoparticles in single liquid flow of PAO increase the Nusselt
number by nearly 12%. However, when using pure PAO as a
coolant liquid, the pressure drop is augmented by a factor of 5.5
compared with the case when the cooling liquid is water. This is
caused by the higher viscosity of PAO. In the presence of nano-
particles, the pressure drop rises even further by as much as 44%.
By comparing to the results of a spherical droplet or slug flow, it
can be seen that the use of a second suspended liquid �with and
without nanoparticles� is an efficient way to increase the thermal
performance without unacceptable pressure losses. Moreover, us-
ing nanofluids as an immiscible suspended liquid in a two-liquid
flow configuration instead of a one liquid flow of nanofluids elimi-
nates the unwanted fouling effect, which is present in every par-
ticle laden flow �48�.

5 Conclusion
The thermal transport of liquid-liquid flow through microchan-

nels was investigated for different flow conditions. A comprehen-
sive model was presented, combining nanoparticle transport and
nanofluidic heat transfer with a front tracking algorithm to capture
multiphase flow and interfacial effects.

With thorough parametric studies, we elaborated on the strong
effect of interfacial tension on the radial heat transfer in micro-
scale devices. We observed that the influence of surface tension
strongly affects the thermal transport mechanisms present in low
Reynolds number flow. It was shown that the Marangoni effect
decreases the heat transfer performance of microchannel two-
liquid segmented flow. The Marangoni force resulting from tem-
perature gradients at the interface counteracts the swirling motion
of the fluid flow. Depending on the flow conditions, the Nusselt
number decreases by as much as 13%.

A positive effect of nanoparticles on the heat transfer perfor-
mance in microchannels was detected. However, this effect was
rather small. In the presence of nanoparticles, the thermal trans-

port was increased by only 3–5%. This is mainly caused by the
fact that nanoparticles lower the effective interfacial tension of the
fluids. Lower surface tension results in a higher capillary number,
which supports the marginal effect of increased thermal properties
of the nanofluid on the heat transfer.

Another possibility for increasing the thermal performance of
two-liquid segmented flow is to increase the flow rate of the sus-
pended liquid. The Nusselt number considerably increases in the
presence of slug flow compared with the flow of spherical drop-
lets. This effect is primarily dominant for higher Reynolds num-
bers �Re=50�. Here, the best performance was detected for 5 cS
silicone oil, where the Nusselt number reached the value of 15.
For lower Reynolds numbers �Re=5�, the increase in thermal
transport is less pronounced. The mean velocity of the bulk fluid
experiences a further drop in slug flow. It can be seen that the
increase in heat transfer in slug flow is generally achieved at the
expense of a higher pressure drop. When the two effects need to
be considered together, desirable operation regimes can be de-
signed.

The most promising approach to considerably increase the ther-
mal performance of microchannel flow with a moderate increase
in friction losses is to use droplets of higher viscosity. We showed
the strong influence of the viscosity ratio between the two liquids
on the Nusselt number. In the case of higher Reynolds numbers,
the influence is particularly strong. Here, for a viscosity ratio of
50, the Nusselt number more than doubles compared with single
liquid flow. In this case, the pressure drop increases by only 11%.
For low Reynolds numbers, the influence of the viscosity is lower,
but high viscosity ratios still increase the thermal transport within
the flow. In the case of nanofluids, the segmented “droplet train”
approach showed clear advantages over forced convection of only
the nanofluid in the microchannel.
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Nomenclature
c � heat capacity �J kg−1 K−1�

DB � Brownian diffusion coefficient �m2 s−1�
DT � thermal diffusion coefficient �m2 s−1�
F � interfacial tension force per unit volume

�N m−3�
k � thermal conductivity �W m−1 K−1�

p ,� � pressure �Pa�
q � wall heat flux �W m−2�

r ,x � radial coordinate �m�
x� � interface coordinate �m�
R0 � channel radius �m�
S� � surface of the interface

�T � temperature scale �K�
T � temperature �K�
t � time �s�

v ,u � velocity vector �m s−1�
z � axial coordinate �m�

Greek Symbols
� � surface tension �N m−1�

�T � temperature coefficient �N m−1 K−1�
 � temperature
� � dynamic viscosity �kg m−1 s−1�
� � density �kg m−3�
� � time
� � curvature of the interface �m−1�

	 ,� � volumetric fraction
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Subscripts
b � bulk
1 � liquid 1: droplet liquid
2 � liquid 2: base liquid
0 � initial

Superscripts
* � dimensionless physical properties
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Numerical Analysis of Interaction
Between Inertial and
Thermosolutal Buoyancy Forces
on Convective Heat Transfer in a
Lid-Driven Cavity
In this paper, results on double diffusive mixed convection in a lid-driven cavity are
discussed in detail with a focus on the effect of interaction between fluid inertial force
and thermosolutal buoyancy forces on convective heat and mass transfer. The governing
equations for the mathematical model of the problem consist of vorticity transport equa-
tion, velocity Poisson equations, energy equation and solutal concentration equation.
Numerical solution for the field variables are obtained by solving the governing equa-
tions using Galerkin’s weighted residual finite element method. The interaction effects on
convective heat and mass transfer are analyzed by simultaneously varying the charac-
teristic parameters, 0.1�Ri�5, 100�Re�1000, and buoyancy ratio (N), �10�N
�10. In the presence of strong thermosolutal buoyancy forces, the increase in fluid
inertial force does not make significant change in convective heat and mass transfer when
the thermal buoyancy force is smaller than the fluid inertial force. The fluid inertial force
enhances the heat and mass transfer only when the thermal buoyancy force is either of
the same magnitude or greater than that of the fluid inertial force. The presence of aiding
solutal buoyancy force enhances convective heat transfer only when Ri becomes greater
than unity but at higher buoyancy ratios, the rate of increase in heat transfer decreases
for Re�400 and increases for Re�800. No significant change in heat transfer is ob-
served due to aiding solutal buoyancy force for Ri�1 irrespective of the Reynolds
number. �DOI: 10.1115/1.4002029�

Keywords: thermosolutal buoyancy forces, lid-driven cavity, velocity-vorticity equations,
mixed convection

1 Introduction
The study of mixed convective heat and solute transport phe-

nomena find importance in wide engineering applications such as
atmospheric fluid convection, oceanography, nuclear waste dis-
posal, drying chamber, chemical vapor deposition, crystal growth,
plasma spray coating, etc. In applications such as nuclear waste
disposal facilities, the primary interest will be the study of thermal
energy transport in the presence of solute transport whereas the
study of solute transport in the presence of heat transfer becomes
important in the analysis of crystal growth, plasma spray coating
problems. In all the above applied problems apart from the fluid
inertial forces, the fluid momentum balance is also shared by the
significant contribution of thermosolutal buoyancy forces gener-
ated as a result of temperature and species concentration gradi-
ents. When the fluid momentum balance consists of fluid inertial
force derived from an external source and thermosolutal buoyancy
forces then the resulting convective phenomenon is called double
diffusive mixed convection. If the fluid momentum balance is
achieved purely by thermosolutal buoyancy forces without exter-
nally derived fluid inertial force, then the phenomenon is called
double diffusive natural convection. The mechanism behind fluid
flow, heat and mass transfer in double diffusive natural convection
has been well understood for enclosure problems �1–3� because in

such problems only the solutal buoyancy force is superimposed on
the well established natural convection heat transfer problems. In
contrast, thermosolutal buoyancy driven mixed convection prob-
lems give rise to complex flow situations, which in turn signifi-
cantly affect the convective heat and mass transfer phenomena.
When both thermal and solutal concentration gradients exist in a
system, then the resulting density gradients may act in the same
direction or in the opposite directions because the volumetric ther-
mal expansion coefficient is always negative whereas the volu-
metric solutal expansion coefficient may be positive or negative
depending upon the relation between density and species concen-
tration.

In the absence of solutal buoyancy force, the mixed convective
heat transfer with only thermal buoyancy force is characterized by
Richardson number, defined as GrT /Re2 and the Reynolds number
for a given Prandtl number fluid. In this case, the fluid momentum
conservation is tightly coupled with the fluid energy conservation.
For a fixed value of GrT with increase in Reynolds number, the
contribution from thermal buoyancy force to the fluid momentum
balance becomes insignificant and the vice versa is expected at
high value of GrT for a fixed Reynolds number. Although the
physical mechanism behind mixed convection heat transfer phe-
nomena is well understood �4,5�, the situation is not straight for-
ward in the presence of solutal buoyancy force. The solutal buoy-
ancy force can be represented by defining solutal Grashof number
GrS similar to thermal Grashof number GrT. In order to take into
account the relative importance of solutal buoyancy force along
with thermal buoyancy force, a buoyancy ratio is defined �as the
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ratio of solutal buoyancy force to thermal buoyancy force� and
used along with the well established Richardson number. In
double diffusive mixed convection problems, the fluid flow pat-
tern that affects the convective heat and mass transfer is mainly
guided by the interaction between the fluid inertial force and ther-
mosolutal buoyancy forces. Available literature on double diffu-
sive mixed convection problems has focused only for specific
flow situations without going into the details about the interaction
between these forces, which are rigidly coupled in the fluid mo-
mentum balance. While studying direct condensation of solvent
from a binary mixture in a double lid-driven cavity, Alleborn et al.
�6� considered only thermal buoyancy force in the fluid momen-
tum balance by decoupling the solutal conservation equation and
reported flow instabilities at low Reynolds number. Al-Amiri et al.
�7� found enhanced convective heat and mass transfer in a lid-
driven cavity at low Richardson number because of the domi-
nance of forced convection mechanism. Although they noted the
expected increase in mass transfer for an increase in Lewis num-
ber, the effect of Lewis number was found to be insignificant at
low Richardson number.

Recently, Maiti et al. �8� reported results on double diffusive
natural and mixed convections in a square cavity by solving the
problem with and without lid movement, respectively. By consid-
ering both positive and negative thermal and solutal volumetric
expansion coefficients, they analyzed aiding and opposing flows
for four different configurations obtained using the combinations
of expansion coefficients and boundary conditions. Their focus
was on the study of effect of stable and unstable stratification on
convective heat and mass transfer and observed increase in aver-
age heat and mass transfer with increase in thermal/solutal gradi-
ents under unstable stratified conditions and they observed the
opposite behavior under stable stratified conditions. Senthil kumar
et al. �9� studied the buoyancy ratio effect in a geometrically com-
plex lid-driven cavity, and they observed poor convective heat and
mass transfer in the cavity because of the opposing thermal and
solutal buoyancy forces. In the works detailed by Maiti et al. �8�
and the results of the study by Senthil kumar et al. �9� are reported
only for the variation in one of the characteristic parameters, Re,
Ri and buoyancy ratio by keeping other parameters constant.
However, the mechanism behind the interaction between the fluid
inertial force and thermosolutal buoyancy forces can be under-
stood only by analyzing the problem with simultaneous variations
of Richardson number or GrT, Reynolds number, and buoyancy
ratio.

In the present research paper an attempt is made for a detailed
study on the interaction between the fluid inertial forces with ther-
mosolutal buoyancy forces by considering simultaneous variations
of the following parameters: 100�Re�1000, 0.1�Ri�5, and
−10�N�10. The main focus of the work is to highlight the in-
teraction effects on convective heat and mass transfer represented
by Nusselt and Sherwood numbers. The governing equations for
the present work consist of velocity Poisson equations, vorticity
transport equation, energy, and species conservation equations.
These coupled and nonlinear equations are solved numerically
using Galerkin’s weighted residual finite element method.

2 Problem Description
A two-dimensional square cavity of height H with adiabatic and

impermeable side vertical walls, as shown in Fig. 1, is considered
for the present study. An incompressible binary fluid is assumed to
be the working fluid in the cavity, which is driven by the top wall
moving with a uniform velocity U0. The bottom wall of the cavity
is maintained at high temperature Th and high species concentra-
tion Ch whereas the top lid is subjected to low temperature Tc and
low concentration Cc. Such a configuration can be considered as
simulating a real problem of continuous removal of pollutants
generated at the bottom wall by the moving top lid. With the
assumption of constant thermophysical properties Boussinesq ap-
proximation is employed only for the buoyancy force terms for

small linear variation of density due to temperature and solutal
concentration variations at constant pressure and it can be ex-
pressed as �=�0 �1−�T�T−Tc�−�C�C−Cc��, where �0 is a char-
acteristic density, and �T and �C are volumetric thermal expansion
coefficient and volumetric solutal concentration expansion coeffi-
cient, respectively. In general volumetric thermal expansion coef-
ficient, �T is always positive whereas the volumetric solutal con-
centration expansion coefficient �C may be either positive for
augmenting thermal and solutal buoyancy forces or negative for
opposing buoyancy forces. The flow is assumed to be two-
dimensional, steady, and laminar. Radiation, Soret, and Duffor
effects are neglected in this study.

2.1 Governing Equations. Double diffusive mixed convec-
tion is governed by equations that represent conservation of mass,
momentum, energy and solutal concentration. As the main focus
of the analysis is on convective heat and mass transfer, the prob-
lem can be analyzed using governing equations in velocity-
vorticity form without involving the pressure term. Following are
the governing equations used in the present simulation and these
equations have been obtained based on the detailed derivations
discussed in Ref. �9�.

Vorticity transport equation

��

��
+ �V . ��� =

1

Re
�2� + Ri� �	

�X
+ N

�


�X
� �1�

Velocity Poisson equations

�2V = − � � � �2�

Energy equation

�	

��
+ V . �	 =

1

Re Pr
�2	 �3�

Solutal concentration equation

�


��
+ V . �
 =

1

Re Sc
�2
 �4�

where

� =
�V

�X
−

�U

�Y
and V = �U,V�

and the nondimensional variables are defined as �X ,Y�= �x ,y� /H,
�U ,V�= �u ,v� /U0, P=p /�U0

2, �=U0t /H, 	=T−Tc /�T, and 

=C−Cc /�C where �T=Th−Tc and �C=Ch−Cc and the nondi-
mensional parameters are Re=U0H /, Ri=GrT /Re2, Pr= /�.

Fig. 1 Schematic diagram of the problem
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GrT =
g�T�TH3

2 , GrS =
g�C�CH3

2 , Sc =


D
,

and N =
�C�C

�T�T
�5�

The Richardson number signifies the relative importance of ther-
mal buoyancy force and inertial force of the fluid medium. The
buoyancy ratio N in Eq. �1� reveals the relative strength of thermal
and solutal buoyancy forces in the buoyancy driven flow field.

2.2 Initial and Boundary Conditions. The initial conditions
are: At �=0 the field variables are

U = V = � = 	 = 
 = 0 �6�

The boundary conditions for ��0 are summarized as follows:

�i� at the top wall U = 1, V = 0, 	 = 
 = 0, � = � � V

�ii� at side walls U = V = 0,
�	

�X
=

�


�X
= 0, � = � � V

�iii� at the bottom wall U = V = 0, 	 = 
 = 1, � = � � V

�7�
Vorticity boundary values are computed using a second order-

accurate Taylor series expansion scheme. The convective heat and
mass transfer along the bottom wall of the cavity are calculated in
terms of average Nusselt and Sherwood numbers defined as fol-
lows:

Nuav =
1

H�0

H �U	 −
�	

�Y
�dX �8�

Shav =
1

H�0

H �U
 −
�


�Y
�dX �9�

3 Numerical Solution Procedure
The governing Eqs. �1�–�4� representing flow field, temperature

and solutal concentration fields are solved using the initial and
boundary conditions given by Eqs. �6� and �7�. Global matrix-free
Galerkin’s weighted residual finite element method �10� has been
employed to solve the governing equations for velocity, vorticity,
temperature, and solutal concentration fields. Since the governing
equations are coupled and nonlinear an iterative computational
procedure is followed in the numerical solution scheme. The com-
putational domain is discretized using four node bilinear isopara-
metric elements and Gaussian quadrature formula has been used
to integrate the matrices obtained as a result of finite element
procedure. The time derivatives are discretized using second
order-accurate Crank–Nicolson scheme. Conjugate gradient itera-
tive solver is employed for the solution of the final nodal equa-
tions. The solution field for velocity, vorticity, temperature and
concentration is assumed to be converged for the time step “n
+1” when the error between two consecutive iterations “q” and
“q+1” for any primary variable is satisfied as follows: � as

�
j=1

nnode � �	� j
q+1	− 	� j

q	�
nnode

� � 10−5

where “nnode” is the total number of grid points in the computa-
tional domain. The unsteady state governing equations are being
solved only as a false-transient device to get the steady state so-
lutions.

4 Results and Discussion

4.1 Mesh Sensitivity and Validation Results. In order to
make sure that the proposed computational algorithm is indepen-

dent of the computational mesh, a mesh sensitivity test has
been conducted using four different structured meshes of size
41�41, 51�51, 61�61, and 71�71 obtained using transfinite
interpolation technique. Table 1 shows the comparison results for
the average Nusselt number �Nuav� at the bottom wall of the cav-
ity for the above meshes at Re=1000, Ri=0.1, Le=1, and N=1.
As seen from the table the error in Nuav between two consecutive
meshes continues to decrease with refinement of mesh. Since the
variation in Nuav is observed only in the third decimal point, the
mesh 51�51 is selected for further computations in this work.

To validate the present code, double diffusive mixed convection
in a lid-driven square cavity problem solved by Al-Amiri et al. �7�
was considered. In this problem, the vertical walls of the cavity
are assumed to be adiabatic and impermeable. The temperature
and solutal concentration gradients are imposed on the cavity
walls in the vertical direction. Figures 2�a� and 2�b� show the
comparisons of U-velocity and temperature distributions along the
vertical mid plane of the cavity between the results obtained in the
present work and by Al-Amiri et al. �7� for Re=500, GrT=GrS
=100, and Le=2. Our predicted results for velocity and tempera-
ture distributions show good agreement with the results of Al-
Amiri et al. �7�. In order to make sure that our algorithm works
well for variation in other parameter as well, variation in average
Nusselt number with buoyancy ratio is computed and compared
with the results of Al-Amiri et al. �7� for Re=100, Ri=0.01, and
Le=1, as depicted in Fig. 2�c�. The above figure indicates that our
results show close agreement with the results of Al-Amiri et al.
�7�. Thus, it is verified that the proposed numerical algorithm is
validated for mesh sensitivity and reliability of results for double
diffusive mixed convection problems. A detailed analysis of re-
sults obtained for the variation of different characteristic param-
eters is discussed in the following sections.

4.2 Streamline Distributions. Simulation results are obtained
to study the variation of Nusselt and Sherwood numbers for si-
multaneous variations of Re, Ri, and N values. The dominance of
fluid inertial force compared with viscous force of the fluid is
represented by the magnitude of Re, whereas the relative strength
of thermal buoyancy force over the inertial force of the fluid is
denoted by the value of Ri. Buoyancy ratio N is used along with
Re and Ri to bring the effect of solutal buoyancy force. Instead of
Ri and N, other nondimensional numbers, GrT and GrS also can be
used along with Re. In the present work Ri is preferred because
the mixed convection due to thermal buoyancy force is generally
explained using Ri. Hence, by varying Re, Ri, and N, one can
study the effect of variations of inertial force, thermal and solutal
buoyancy forces in the fluid medium. From the boundary condi-
tions depicted in Fig. 1 one can easily understand that for positive
values of N, the density near the hot and high concentration bot-
tom wall will be less compared with the density near the cold and
low concentration upper moving wall. Hence the lighter fluid
moves from the bottom wall toward the top wall, thus, setting up
an upward buoyancy force. For negative values of N, the density
due to temperature gradient at the hot wall will be lower than that
of the upper cold wall, whereas the density due to solutal concen-
tration gradient at the high concentration bottom wall will be
higher than that of the upper low concentration wall. Thus the

Table 1 Mesh sensitivity test

Mesh No. Mesh size
Average Nusselt number �Nuav�

at the bottom wall
Error
�%�

I 41�41 7.7807 2.25

0.0796

0.0388

II 51�51 7.9604
III 61�61 7.9664
IV 71�71 7.9695

Journal of Heat Transfer NOVEMBER 2010, Vol. 132 / 112501-3

Downloaded 05 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



heavier fluid due to concentration gradient will oppose the upward
movement of the lighter fluid due to temperature gradient, result-
ing in thermal and solutal buoyancy forces opposing each other.

Figure 3 illustrates the variation of streamline patterns for the
variation of Ri for three values, 0.5, 1, and 3 at five different
values of N, −10, −3, 1, 3, and 10 at Re=100 and Le=1. Since Re
is fixed, increase in Ri will indicate an increase in thermal buoy-
ancy force. Referring to Fig. 3�a� one can notice that for N=1 a
flow field with single fluid core and a small eddy at the right
bottom corner is formed. In this case the thermal and solutal buoy-
ancy forces are equal and aid each other. The fluid momentum
from the moving top wall has to reach the bottom wall for the
convective heat transfer to take place from bottom wall toward the
cold top wall. This flow regime represents a favorable situation for
the fluid momentum transport from top to bottom wall of the
cavity. As the value of N decreases in the negative direction, the
high density gained due to increase in solutal buoyancy force
encourages the formation of a secondary fluid circulation as ob-
served for N=−3 and three fluid cells are observed when N is
decreased to −10. Formation of these additional fluid cells will
retard the fluid momentum transport and hence the heat transfer.
The situation becomes reversed when N is increased to 3 and 10.
Although a secondary fluid cell is also formed at N=10 due to the
aiding nature of thermosolutal buoyancy forces the situation aids
in fluid momentum transport from moving top wall to the bottom
wall. With increase in Richardson number to 1, the streamline
pattern almost exhibit very similar behavior as observed for Ri
=0.1, except some difference in the size of the secondary cells
observed for N=−10, −3, and 10. When Ri is increased to 3, the
buoyancy force plays a major role compared with the inertial
force of the fluid. From Fig. 3�c� one can observe that the forma-
tion of three fluid cores is advanced at N=−3 itself and a second-
ary fluid core is formed at all positive values of N. Increase in Ri
and increase in positive value of N denotes the dominance of
thermal and solutal buoyancy forces over the fixed inertial force
of the fluid and hence the fluid momentum is dominated only by
these two buoyancy forces. It will be interesting to observe how
these phenomena will get modified when Re is varied.

Figure 4 depicts the variation in streamline patterns obtained
for five values of Ri, 0.1, 0.5, 1, 3, and 5 at three values of Re,
300, 600, and 1000 at N=1. Under this situation the thermal and
solutal buoyancy forces are equal to each other. At Ri=0.1 a dis-
tinct recirculation bubble is noted to be formed at the right bottom
corner of the cavity for all the three Reynolds numbers. It is
interesting to observe that this bubble grows in size with increase
in Ri and Re. For a given Reynolds number increase in Ri results
in increase in bubble size as depicted in Fig. 4�a�, whereas the
interfacial velocity gradients between the two bubbles vary sig-
nificantly with increase in Reynolds number. Furthermore, it
should not be missed to notice the generation of secondary vortex
at the left bottom corner of the cavity with increase in Reynolds
number and with increase in Ri beyond 1. With increase in both
Ri and Re one can easily visualize that both thermal buoyancy
force and inertial force of the fluid medium increases. The fluid
momentum from the top moving plate has to reach the fluid closer
to the hot bottom wall of the cavity so that convective heat trans-
port takes place. In the present case thermal and solutal buoyancy
forces are assumed to be equal to each other. The influence of
solutal buoyancy force over and above the thermal and inertial
force of the fluid can be understood by varying N along with Ri
and Re as will be discussed in the later part of this paper.

4.3 Temperature and Concentration Contours. Convective
heat and solute transport can be easily visualized by capturing the
temperature and concentration contours in the flow field because it
is the temperature and concentration gradients that will drive the
heat and concentration transports into the fluid medium. Figure 5
depicts the temperature �concentration� contours for the variation
of N and Ri for Re=100 at Le=1. The temperature varies from 1

Fig. 2 Validation results
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Fig. 3 Streamline patterns for the effect of buoyancy forces for different Ri at Re=100 and Le=1
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Fig. 4 Streamline patterns for the effect of Ri for different Re at Le=N=1
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Fig. 5 Temperature and concentration contours for the effect of buoyancy forces for different Ri at Re=100 and Le=1
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at the bottom hot wall to 0 at the top cold wall and become normal
to the vertical side walls due to adiabatic boundary conditions.
When N becomes negative the thermal and solutal buoyancy
forces oppose each other and hence the heavier fluid settled closer
to the hot bottom wall of the cavity will not encourage fluid con-
vection, thus the heat transfer takes place purely by diffusion.
These trends can be easily observed from the smooth linear varia-
tion of temperature depicted in Fig. 5 for N=−10 and −3. As N
becomes positive and increases in magnitude to 3, the fluid circu-
lation inside the cavity increases giving rise to steep temperature
gradients as observed in Fig. 5�a�. This phenomenon is enhanced
with increase in Ri from 0.5 to 1 as observed in four figures for
N=1 and 3 for Ri=0.5 and 1 in Figs. 5�a� and 5�b�. With increase
in temperature gradients, the Nusselt number is expected to in-
crease due to enhanced convective heat transfer. The trend
changes with increase in N or Ri resulting in the formation of a
secondary fluid core. Formation of secondary bubble is noticed at
Ri=3 for N=1 itself and this tendency is advanced with increase
in N to 10 at Ri=0.5 itself. Since both the thermal and solutal
buoyancy forces aid each other and the magnitude of solutal buoy-
ancy force is ten times that of the thermal buoyancy force a sec-
ondary fluid bubble is formed in the cavity enhancing the heat
transfer. Although the secondary bubble is formed at Ri=0.5 for
N=10, the size of this secondary bubble increases only with in-
crease in Ri as noticed in Figs. 5�b� and 5�c�. It is worth to com-
pare this behavior with the growth of the secondary bubble
formed at the right bottom corner with increase in N and Ri, as
already observed in Fig. 3. The temperature gradient at the inter-
face of the primary and secondary bubbles increases with increase
in N and Ri and it should be remembered that this increase has
resulted purely from the thermosolutal buoyancy forces since Re
=100 is kept constant. For N=1, the effect of variation in Ri at
different Reynolds numbers on temperature contours are illus-
trated in Fig. 6. For Ri=0.1, as the Reynolds number is increases
from 300 to 1000, the temperature field intensity near the bound-
ary walls of the cavity increases due to the increase in size of the
fluid core at the center of the cavity as observed from Figs.
6�a�–6�c�. As Reynolds number increases the fluid inertial force
increases and, hence, the fluid momentum is able to reach the
bottom wall of the cavity, which is hot and the temperature gra-
dient adjacent to the wall cavity increases due to increased mo-
mentum transport closer to the boundary walls. The recirculatory
flow pattern obtained as a result of end wall effect, will give rise
to a central fluid core. The presence of a secondary bubble at the
right bottom corner of the cavity alters the temperature distribu-
tion near that region as clearly noticed in Fig. 6�c� at Ri=0.1.
When Ri and Re are increased, this secondary bubble grows in
size and this results in setting up of temperature gradients at the
interface of the primary and secondary bubbles. With increase in
Ri the secondary bubble size increases but the temperature gradi-
ents at the interface becomes steeper only with increase in Re as
noticed in Fig. 6, specifically for Ri=3 and 5 at Re=300, 600, and
1000. The increase in thermal buoyancy force influences the
growth of the secondary fluid whereas increase in Re favors the
setting up of steep velocity gradients at the interface of the
bubbles and hence the temperature gradients. Thus the formation
of secondary bubble has allowed the transport of heat from the
bottom hot wall to other parts of the cavity.

4.4 Nusselt and Sherwood Numbers. The effect of thermo-
solutal buoyancy forces on convective heat and mass transfer is
analyzed at different Reynolds number to understand the transport
mechanisms. The results are presented in the form of average
Nusselt number, computed along the hot bottom wall of the cavity.
Initially, the variation in average Nusselt �Sherwood� number �be-
cause Le=1� with Re and N is studied at Ri=0.1 and then this will
be extended at different Richardson numbers as well. Figure 7
depicts the average Nusselt number plots for variations in N at
different Reynolds numbers. At negative buoyancy ratio the heavy

fluid occupies the bottom side of the cavity and hence the fluid
circulation is minimized, thus this situation gives rise to pure dif-
fusion process. Hence it can be noted from the above figure that
irrespective of the value of the Reynolds number, the average
Nusselt number always becomes minimum although this mini-
mum value increases in magnitude with increase in Reynolds
number. In general, the average Nusselt number increases with
increase in Reynolds number as observed in the above figure with
significant increase being noted for Re=800 and 1000. At Rey-
nolds number greater than 100, there is a steep rise and drop in
Nusselt number when the buoyancy ratio varies from −5 to 5 and
the rise being maximum for Re=1000. According to the boundary
conditions assumed in the present test problem negative values of
buoyancy ratio indicate that the thermal and solutal buoyancy
forces oppose each other and the vice versa is followed for the
case of positive values of buoyancy ratio. As the value of N is
increased from −5 to 5, the dominance of opposing solutal buoy-
ancy force decreases and becomes zero at N=0 and, hence, the
upward acting thermal buoyancy force aids in transporting fluid
momentum gained as a result of increase in Reynolds number. At
Re=100, the fluid inertial force is not significant and hence the
fluid behaves like a stagnant fluid without much fluid momentum
transport but once the Reynolds number value is increased the
fluid momentum transport is enhanced. It should be noted that the
thermal buoyancy force is not significant because Ri=0.1 only
and hence a rise is observed only when the opposing solutal buoy-
ancy force decreases or becomes zero. When N is increased from
0 to 5 there is a transition period during which a secondary fluid
bubble is being generated inside the cavity. Until this secondary
cavity gets established itself in fluid momentum transport, the
convective heat transfer decreases slightly and once the bubble is
well established the convective heat transfer increases, as depicted
by the continuous rise in the average Nusselt number.

The simulation study has been extended to higher Richardson
number. Figure 8 shows the average Nusselt number variation
plotted against N at different values of Ri and Re. At lower value
of Re �Fig. 8�a��, that is at Re=100, the average Nusselt number
continues to increase at Ri=0.1. However, for Ri=0.5, 1 and 3, a
steep rise in the average Nusselt number is observed for the varia-
tion of N from −2.5 to 2.5 and reaches a maximum value at N
=2.5 for Ri=1 followed by 0.5 and 3. When a sharp decrease in
Nusselt number is observed for Ri=0.5 and 1 for the variation of
N from 2.5 to 5, the Nusselt number continues to remain constant
for Ri=3. This demonstrates that at lower Reynolds number aid-
ing solutal buoyancy force enhances convective heat transfer only
when the thermal buoyancy force is equal to fluid inertial force.
Figures 8�b� and 8�c� depict the effect of Ri on Nusselt number
variations for Re=400 and 800, respectively. The Nusselt number
continues to increase as N varies from −10 to 0 with Ri=0.1
taking the lead followed by Ri=3, 0.5, and 1 for both Re=400 and
800. Beyond N=0, the aiding thermosolutal buoyancy forces in-
crease the convective heat transfer for Ri=0.5, 1, and 3 at Re
=400. At Ri=0.1 the Nusselt number decreases slightly and then
increases as seen from Fig. 8�b�. When Re is increased to 800 the
Nusselt number drops a little and then increases for Ri=0.5 and
0.1, whereas it remains constant for Ri=0.5 and increases continu-
ously for Ri=3 as noticed in Fig. 8�c�. The increase in Nusselt
number becomes more significant as Ri is increased from 0.1 to 3
because the aiding soutal buoyancy force enhances the convective
heat transfer along with the thermal buoyancy force. It is under-
stood from streamline distributions that with increase in Ri and Re
there will be an increase in thermal and inertial forces, which will
result in enhanced convective heat transfer. When these two forces
are supported by the aiding solutal buoyancy force, a significant
increase in convective heat transfer is observed as demonstrated
by the results shown in Fig. 8.
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Fig. 6 Temperature and concentration contours for the effect of Ri for different Re at Le=N=1
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5 Conclusions
The interaction between fluid inertial force and thermosolutal

buoyancy forces on convective heat transfer in a lid-driven square
cavity has been studied in detail using velocity-vorticity form of
Navier–Stokes equations. Simulation results have been obtained
for simultaneous variations of Ri, Re, and N in the range, 0.1
�Ri�5, 100�Re�1000 and −10�N�10. As the thermo-
solutal buoyancy forces change from opposing mode to aiding
mode the following observations have been made.

• At lower Reynolds number �Re=100�, for Ri=0.5 and 1,
there is a sharp rise and drop in Nusselt number at the tran-
sition of the buoyancy forces closer to N=0.

• At higher Reynolds numbers �Re=400 and 800�, there is a
continuous rise in Nusselt number and this behavior is ob-
served for all the Richardson numbers except for Ri=1 at
Re=800 where the Nusselt number decreases and then starts
increasing.

• Maximum rise in the Nusselt number is observed only for
Ri=3 for all Reynolds numbers except for Re=100, where
the maximum value is noted at Ri=1.

• At lower value of Ri �Ri=0.1� there is a continuous increase
in Nusselt number for Re=100. When Re is increased to 400
and 800, there is a rise and drop in Nusselt number closer to
N=0.

• The increase in Ri and Re gives rise to increase in Nusselt
number. At Ri=3 due to the aiding solutal buoyancy force
the Nusselt number has increased by 54.6% for Re=400 and
by 67% for Re=800 as N is varied from 0 to 10, taking the
Nusselt number value at N=0 as the reference for a given
Reynolds number at Ri=3.

Nomenclature
C � species concentration
D � binary diffusion coefficient
g � gravitational acceleration

GrS � Grashof number due to mass diffusion
GrT � Grashof number due to thermal diffusion

H � height of the cavity
Le � Lewis number
N � buoyancy ratio

Nu � local Nusselt number
p � pressure

Fig. 7 Effect of buoyancy force and Reynolds number on av-
erage Nusselt number for Ri=0.1 and Le=1

Fig. 8 Effect of buoyancy forces on hot wall average Nusselt
number for Reynolds number variation
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P � nondimensional pressure
Pr � Prandtl number
Re � Reynolds number
Ri � Richardson number
Sc � Schmidt number
Sh � local Sherwood number

t � time
T � temperature

u , v � horizontal and vertical velocity components
U , V � Nondimensional velocity components

U0 � lid velocity
x , y � horizontal and vertical coordinates

X , Y � Nondimensional coordinates

Greek Symbols
� � thermal diffusivity

�C � concentration volumetric expansion coefficient
�T � thermal volumetric expansion coefficient
� � dynamic viscosity
 � kinematic viscosity


 � Nondimensional species concentration
	 � Nondimensional temperature
� � density
� � Nondimensional time
� � vorticity
� � Nondimensional vorticity

Subscripts
c � cold

h � hot
av � average
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Scale-Up and Generalization of
Horizontal-Base Pin-Fin Heat
Sinks in Natural Convection and
Radiation
This paper provides further insight in heat transfer from horizontal-base pin fin heat-
sinks in free convection of air. The main objective is to assess the effect of base size, and
this with regard to the effects of fin height and fin population density studied in a previous
work (Sahray, D., et al., 2010, “Study and Optimization of Horizontal-Base Pin-Fin Heat
Sinks in Natural Convection and Radiation,” ASME J. Heat Transfer, 132(012503), pp.
1–13). To this end, experimental and numerical investigations are performed with sinks of
different base sizes. The sinks are made of aluminum, with no contact resistance between
the base and the fins, and are heated using foil electrical heaters. In the corresponding
numerical study, the sinks and their environment are modeled using the FLUENT 6.3 soft-
ware. In the experiments, sink bases of 100�100 mm2 and 200�200 mm2 are used,
while in the numerical study sinks of 50�50 mm2 are investigated, too. In addition to
the sinks with exposed, free edges (Sahray, D., et al., 2010, “Study and Optimization of
Horizontal-Base Pin-Fin Heat Sinks in Natural Convection and Radiation,” ASME J.
Heat Transfer, 132(012503), pp. 1–13), the same sinks are explored also with their edges
blocked. This is done in order to exclude the edge effect, thus making it possible to
estimate heat transfer from a sink of an “infinite” base size. Heat-transfer enhancement
due to the fins is assessed quantitatively and analyzed for various base sizes and fin
heights. The effect of fin location in the array on its contribution to the heat-transfer rate
from the sink is analyzed. By decoupling convection from radiation, a dimensional analy-
sis of the results for natural convection is attempted. Interdependence of the base size and
fin height effects on the heat transfer is demonstrated. A correlation that encompasses all
the cases studied herein is obtained, in which the Nusselt number depends on the Ray-
leigh number, which uses the “clear” spacing between fins as the characteristic length,
and on the dimensions of the fins and the base. �DOI: 10.1115/1.4002032�

Keywords: pin fin, natural convection, scale-up, correlation

1 Introduction

In a recent paper �1�, heat transfer by free convection and ra-
diation from horizontal-base pin-fin heat-sinks, exposed to ambi-
ent at their perimeters, has been studied experimentally and nu-
merically. The effects of fin height and fin population density on
the performance of the sinks have been investigated at various
heat inputs. The findings of Sahray et al. �1� agree quantitatively
with the important results for pin-fin heat-sinks in natural convec-
tion �2�, in particular, concerning additivity of natural convection
and radiation and existence of optimum fin population, contribut-
ing to the literature on pin-fin sinks’ performance in natural con-
vection and radiation at various orientations �3–7�.

It has been found in Ref. �1� that heat-transfer enhancement by
fins increases up to a certain fin population density, and then de-
creases, demonstrating an optimum array at various fin heights.
The results also showed that in horizontal-base pin-fin heat-sinks,
the outer rows, which are exposed to free flow of ambient air,
contribute the major part of the total heat transfer to the surround-
ings. Thus, an individual outer-row fin contributes much more
than an inner fin.

The free convection contribution to the combined heat transfer
has been decoupled from that of radiation, and generalization of

the results has been achieved defining the Nusselt and Rayleigh
numbers based on the clear spacing between the fins, �=S−W,
where S and W are the fin pitch and width, respectively:

Nu� =
hc�

k
�1�

Ra� =
g��T�3

�2 Pr �2�

where hc is the mean convective heat-transfer coefficient, calcu-
lated as the mean heat flux by convection only, divided by the
temperature difference between the sink and the ambient, �T; k is
the thermal conductivity of air, � is the volumetric expansion
coefficient, � is the kinematic viscosity, and Pr is the Prandtl num-
ber. The heat flux was calculated using the total exposed area of
the sink, namely, the sum of the base and fin-side areas. For the
three different fin heights explored in Ref. �1�, the results were
approximated by curves that follow the same relation:

Nu� = C Ra�
1/2�1 − exp�−

7000

Ra�
��1/3

�3�

where the constant C was determined using a statistical analysis.
The remarkable similarity of the curves for different heights indi-
cated that it was possible to obtain a more general correlation,
which was also demonstrated using the ratio of the fin height to its
width, H /W.
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While the analysis presented in Ref. �1� indicated the general
role of fin height and fin population density in sink performance
when the outside perimeter of the fins was exposed to the ambient,
it was limited to the results obtained for the same base size, 100
�100 mm2, in all cases explored. Thus, the effect of the base size
on the sink performance has not been addressed at all. It was
conjectured that a larger or smaller heat sink would perform in a
similar manner only if the flow field remains similar, i.e., air en-
ters from the sink edges, moves toward its center, and then flows
up. On the other hand, as the base size increases, the flow field
may change drastically, featuring, for instance, air inflow from
above at the inner parts of the sink. As a result, the sink thermal
performance would differ from that reported in Ref. �1�. Actually,
this problem is of significant practical importance, being related to
a broader question of sink scale-up.

The present study aims at further generalization of the results
obtained in Ref. �1�, to include pin-fin heat-sinks with a horizontal
base of an arbitrary size. This is done by two different ap-
proaches, termed direct and indirect, as presented below:

1. Direct approach. Heat sinks with various base sizes are stud-
ied both experimentally �200�200 mm2 and 100
�100 mm2 �8�� and numerically �50�50 mm2 and 200
�200 mm2 in addition to 100�100 mm2 �9��. While this
approach is obvious, it has one serious limitation: The valid-
ity of the results does not extend beyond the largest sink
actually explored. This fact impairs the ability to predict
behavior of scaled-up sinks.

2. Indirect approach. The same heat-sinks are explored when
their edges are blocked, i.e., air is not allowed to enter the
sink from its sides. This approach, suggested in Ref. �10�
and developed in Refs. �8,9,11�, assumes that blocking the
sink edges reduces air inflow from its sides. Thus, the flow is
characterized by multiple entrances/exits at the top of the
sink, as if the sink base were of an infinite size.

In the present work, all the heat-sinks explored in Ref. �1�, as
well as all the additional sinks introduced above, are studied also
with the blocked edges �8,9�. The numerical model, which recon-
structs meticulously the physical one, is validated versus the ex-
perimental results. Detailed analysis is done of the contributions
of fin rows and individual fins to the total heat transfer from the
sink, as related to the air flow patterns. The contributions of free
convection and radiation are decoupled, and the results for free
convection are generalized and correlated through a dimensional
analysis.

2 Physical and Numerical Models
Physical model. The experimental model has been extensively

described in Ref. �1�; thus only the essential details are given here.
The model consists of a pin-fin heat sink and insulation, both
enclosed in a relatively large box open from above. The heat-
sinks, examples of which are shown in Fig. 1, are made of alumi-
num 6061 blocks by machining, in order to exclude any contact
resistance between the base and the fins. The base dimensions,
L�L, are 100�100 mm2 �Fig. 1�a�� and 200�200 mm2 �Fig.
1�b��, and its thickness is 10 mm. The fin cross section, W�W, is
4�4 mm2 in all cases, whereas the fin height, H, is 10 mm, 20
mm, or 30 mm. As the number of fins in the sink varies, different
values of fin pitch, S, and interfin “clear” spacing, �, are obtained.

From below, an electrical foil heater is attached to the base. The
heater is pressed to the base by an additional aluminum plate. The
plate dimensions are identical to those of the base, and its thick-
ness is 5 mm. The insulation is made of expanded polystyrene
�EPS� and has the thermal conductivity of kins=0.034 W /m K
according to the manufacturer’s data. The insulation thickness is
about 135 mm under the sink. Following the discussion above, the
sink can be enclosed in the insulation in two different ways, as
shown in Fig. 2:

1. Regular installation, where the upper surface of the base is
mounted flush with the upper surface of the insulation,
which does not touch the fins, thus allowing horizontal flow
of air from the edges to the fin array.

2. Modified installation �11�, in which fin tips of the sink are
mounted flush with the upper surface of the insulation. In the
latter case, the horizontal distance between the fin outward
surface and the insulation is equal to half the distance be-
tween the neighboring fins in the array. Thus, in the latter
case, referred to as “blocked edges,” the influence of the
edges is expected to be reduced or neutralized.

Table 1 summarizes the cases explored experimentally. Actu-
ally, all 11 sinks of L=100 mm �1� are now explored with
blocked edges. In addition, three sinks of L=200 mm and various
fin heights, manufactured for this study, are explored with both
free and blocked edges �8,9�.

The power inputs explored in the present study varied in the
range from 4 W to 16 W for the sinks of L=100 mm and, pro-
portionally, from 16 W to 64 W for the sinks of L=200 mm. The
upper limit has been set in order to keep the heaters at the tem-
peratures below 100°C. The temperature of the sink, Tw, is moni-
tored during the experiments, using eight T-type thermocouples
installed at various locations inside the base and fins. Additional
thermocouples monitor temperatures in the insulation, between
the sink and the bottom, and the ambient temperature. All thermo-
couples are connected to a Fluke Hydra data acquisition unit. As
reported in Ref. �1�, the uncertainties were estimated using the

Fig. 1 Examples of pin-fin heat-sinks used in the present
study: „a… 100 mm sink with dimensions and „b… 200 mm sink

Fig. 2 Free and blocked edges

112502-2 / Vol. 132, NOVEMBER 2010 Transactions of the ASME

Downloaded 05 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



method of Kline and McClintock �12� as being within �0.3°C
and �0.3 W for the temperature difference, �T=Tw−T�, and the
input power, q=UI, respectively.

Numerical model. As discussed in Ref. �1�, the numerical model
follows, in a most complete and detailed manner, the features and
dimensions of the physical model, carefully reconstructing the
physical prototype. Thus, the dimensions of the heat-sinks, includ-
ing individual fins, as well as of the insulation and outer box, are
exactly the same as in the experiments. The material properties
used in the simulations are based on aluminum 6061, expanded
polystyrene, and Perspex for the heat-sinks, insulation, and outer
box, respectively �1�.

While 14 different heat-sinks are explored in the experiments
�8� and “reproduced” in the simulation �9�, the total number of
sinks explored numerically reaches 72, as summarized in Table 2:
for each fin height, nine sinks are explored for the bases of L
=100 mm and L=200 mm each, while for an additional base size
of L=50 mm six sinks are explored. For each of the sinks, simu-
lation is performed both for the free and blocked edges, thus
bringing the overall number of cases to 144, of which 27 �the base
of L=100 mm with free edges� have been considered previously.

The full geometry is numerically simulated in every case. Typi-
cally, five different power inputs are considered for each sink.

In the simulations, the basic conservation equations of continu-
ity, momentum, and energy are solved numerically, using the FLU-

ENT 6.3 software. The velocity fields, temperature distributions in
the air �convection�, temperature distributions in the heat sink and
insulation �conduction�, and radiation exchange between various
components are modeled simultaneously. Accordingly, the appro-
priate boundary conditions are used. For the momentum equation
�air� no-penetration and no-slip are assumed at all the solid bound-
aries �exposed sink and insulation surfaces, box inner walls�, with
the pressure boundary condition p�=0 imposed at the upper
boundary of the system. Following Ref. �1�, boundary conditions
for the energy equation are based on the experimental parameters:

Fig. 3 Summary of the experimental results for the sinks of Table 1 at
various heat inputs, L=100 mm and blocked edges

Table 1 Summary of the experimental cases, with free and
blocked edges

Fin height H
�mm�

Base size L
�mm� Array, fins

Pitch S
�mm�

Pitch to width ratio,
S /W

10 100a 8�8=64 14 3.5
9�9=81 12 3.0

11�11=121 10 2.5
16�16=256 6 1.5

200 16�16=256 14 3.5

20 100a 7�7=49 16 4.0
8�8=64 14 3.5
9�9=81 12 3.0

11�11=121 10 2.5
200 16�16=256 14 3.5

30 100a 7�7=49 16 4.0
8�8=64 14 3.5
9�9=81 12 3.0

200 16�16=256 14 3.5

aThese sinks were explored in Ref. �1� with free edges.

Table 2 Summary of the numerical cases, with free and
blocked edges

Fin height H
�mm�

Base size L
�mm� Array, fins

Pitch S
�mm�

Pitch to width ratio,
S /W

10, 20, 30 50 3�3=9 23 5.75
4�4=16 15 3.75
5�5=25 11 2.75
6�6=36 9 2.25
7�7=49 7 1.75
8�8=64 6 1.50

100a 6�6=36 19 4.75
7�7=49 16 4.00
8�8=64 14 3.43
9�9=81 12 3.00

10�10=100 10 2.50
11�11=121 9 2.25
12�12=144 8 2.00
14�14=196 7 1.75
16�16=256 6 1.50

200 12�12=144 17 4.25
13�13=169 16 4.00
14�14=196 15 3.75
15�15=225 14 3.50
16�16=256 13 3.25
17�17=289 12 3.00
18�18=324 11 2.75
20�20=400 10 2.50
22�22=484 9 2.25

aThese sinks were explored in Ref. �1� with free edges.
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the heat input to the heat sink is set as in the corresponding ex-
periment, whereas beyond the boundaries of the domain, the am-
bient temperature is assigned. Surface-to-surface radiation inside
the system and from the system to the surroundings is taken into
account through a so-called discrete transfer radiation model
�DTRM�. Following the analysis �1�, the sink emissivity was set
to be �=0.45 in all cases. The overall rate of change of the inter-
nal energy of the air, as well as the overall heat input/output at any
boundary, served to ensure the overall energy balance of the sys-
tem.

It was discussed in Ref. �1� that some instability could be ex-
pected in the system, as is typical for natural convection caused by
heating from below. However, no significant difference in the flow
field was predicted by the numerical solution when the sink edges
were free. The results for the sinks with blocked edges also do not
show a significant variation in the average sink temperature. On
the other hand, it appears that the actual flow field is essentially
time dependent when the edges are blocked. For this reason, a
time-dependent form of the conservation equations was also used.

The technical details of the numerical model, including the do-
main size, and grid size and structure were discussed in Ref. �1�.
Here we note that the grid depended on the base size, fin height,
and fin population density, reaching about 8.5�106 elements for
the largest and densest heat sink explored. Therefore, extensive
computing resources were required. The authors were allowed ac-
cess to an especially assembled workstation featuring the Intel�R�
Core�TM�2 Quad CPU at 2.66 GHz processors and 8.00 Gbyte
RAM. Still, a typical simulation could take up to 40 h.

3 Results and Discussion
Figure 3 shows a summary of the experimental results for all 11

arrays of L=100 mm with blocked edges �10,11�. The tempera-
ture difference between the sink and the surroundings, �T=Tw
−T�, serves as the dependent variable, shown as the function of
the fin population, while the fin height and the heat input serve as
parameters. One can see, as expected, the arrays with higher fins
perform at lower temperature at the same number of fins for any

Fig. 4 Additional experimental results and validation of the numerical re-
sults at H=30 mm: „a… comparison for 100 mm and 200 mm sinks with free
and blocked edges and „b… comparison for 100 mm and 200 mm sinks at the
same heat input per unit base area
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Fig. 5 Normalized numerical results and optimum for different fin arrays:
„a… 100 mm sinks with blocked edges „results for free edges are reproduced
†1‡…, „b… 200 mm sinks with free edges, and „c… 200 mm sinks with blocked
edges
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given heat input. Also, the effect of the fin population density is
obviously not monotonic. However, it is different from the results
for the same sinks with free edges �1�, where the optimum fin
population was the same for different fin heights. Figure 3 shows
that for the fin height of H=10 mm the sink temperature is al-
ways lower at the same heat input when the array consists of 81
fins, like in Ref. �1�. However, the sink of 64 fins generally out-
performs both the denser and “looser” sinks for the fin height of
H=20 mm, whereas at the fin height of H=30 mm, the sink of
49 fins gives the best performance. Thus, one can see that the
optimum population continues to exist when the edges are
blocked, but it becomes looser when the fin height increases. This
result is obviously connected to the patterns of air penetration
from the top into the sink with blocked edges.

Figure 4 shows an example of the experimental and numerical
results for the fin height of 30 mm and the base sizes of 100 mm
and 200 mm �8,9�, i.e., the latter is the largest sink explored in the
present study. Figure 4�a� shows a very good agreement between
the experiments and simulations in all four presented cases, with
the assumed emissivity of �=0.45 �1�. Actually, Fig. 4�a� provides
additional validation of the numerical approach, going beyond the

results of Ref. �1� both for different base sizes and blocked edges.
We note that the results for blocked edges are characterized by
higher temperatures at otherwise identical conditions. Figure 4�b�
shows the results in terms of the heat input per unit base area,
bringing the results for L=100 mm and L=200 mm to a common
denominator. The results show that the sinks of L=100 mm per-
form better than the sinks of L=200 mm. However, the difference
due to sink size is much smaller when the sink edges are blocked.
The results of Fig. 4 indeed confirm that the smaller the size of the
base, the more pronounced the edge effect, reflecting the increas-
ing ratio of the sink perimeter to the base area.

Examples of the optima, as defined from the numerical calcu-
lations, are presented in a normalized form in Fig. 5, where the fin
pitch, S, normalized with the fin width, W, serves as the indepen-
dent variable. The dependent variable is the normalized tempera-
ture, defined as the temperature above the ambient for the heat
sink, �Tarray, divided by the temperature above ambient for the
flat plate, �Thor.plate, at the same heat input. The results for differ-
ent heat inputs practically coincide at the same fin height when the
normalized representation is used, both for the sinks of L

Fig. 6 Contribution of different rows and individual fins to the total heat
output of a sink with 81 fins, of L=100 mm and H=10 mm: „a… different
rows and „b… individual fins
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=100 mm with blocked edges in Fig. 5�a�, where the results for
the same sink with free edges �1� are also shown schematically,
and the sinks of L=200 mm with free and blocked edges in Fig.
5�b� and 5�c�, respectively. It may be concluded, therefore, that
the analysis suggested in Ref. �1�, where only the sinks of L
=100 mm with free edges were studied, is rather universal. The
results prove again that �1� for a horizontal-base pin fin heat sink,
there exists an optimum fin population, which yields a maximum
of the combined-mode heat-transfer rate for a given base area at a
given temperature difference, and �2� for a sink with given base
and fin dimensions, the optimal fin population is practically inde-
pendent of the temperature difference with the surroundings �1,2�.
It is worth to note that when the sink edges are blocked, the
performance of densely populated sinks tends to approach that of
a horizontal plate. This result may be related to weak air penetra-
tion from above into the sink. Also, it is worth to note that the
differences between the sinks of the same size with free and
blocked edges are less significant when the base size increases.

As shown in Ref. �1�, the temperature of the sink base and fins
is essentially uniform, but the local heat flux from the base and the
fins is highly nonuniform, varying from the periphery to the center
and from one fin to another. The present results reveal significant
differences between the sinks with free and blocked edges. Figure
6 provides an insight in the heat-transfer distribution between dif-
ferent fins in the sink, showing the time-averaged �180 s� relative
contributions of various fins to the total convection-radiation heat
loss from the sink. In Fig. 6�a�, examples of the results are pre-
sented for “rows” of the array of 9�9=81 fins for L=100 mm
and H=10 mm. It is essential to note that the rows are defined in
the following manner: the “first row” denotes all the fins located
at the outside perimeter of the sink, the “second row” means the
next row inside, and so on. For instance, for the presented sink of
9�9=81 fins, this means that the rows from first to third count
32, 24, and 16 fins, respectively, whereas remaining 9 fins are in
the center. One can see from Fig. 6�a� that the contributions of
various rows are more uniform when the edges are blocked. The
heat-transfer rate per an individual fin in the row is shown in Fig.

6�b�. The results are presented in a normalized form: the heat-
transfer rate per fin in a given row is divided by the average
heat-transfer rate per fin in the sink.

The results of Fig. 6�b� show that unlike the sink with free
edges, the contribution of individual fins to the total heat transfer
from a sink with blocked edges is much more uniform. This situ-
ation obviously results from a rather different flow field, as shown
in Fig. 7, for five consecutive seconds in each case. The heat sink
is the same as in Fig. 6, namely, L=100 mm with 9�9=81 fins
of H=10 mm. The typical flow patterns for both cases are shown
for the vertical plane located 6 mm off the plane of symmetry of
the sink. This is done in order to present the flow in the passages
between the in-line fins shown at the background. When the edges
are free, the cool air flows into the sink mostly from the sides, and
the flow is essentially time independent, resembling, in general, an
“inverse” stagnation flow from the sides toward and up the verti-
cal axis of symmetry. When the edges are blocked, the flow is
time dependent, with multiple shifting entrances and exits from
above.

4 Dimensional Analysis of Natural Convection
Following Sparrow and Vemuri �2�, it was shown in Ref. �1�

that natural convection may be decoupled from radiation and ana-
lyzed separately. It has been demonstrated that for a sink with free
edges, generalization is possible, as discussed above in connection
with Eqs. �1�–�3�. In Ref. �1�, there was an extensive body of
results for the sinks with the same base and free edges. Herein,
two extra groups of results are added, namely, for the sinks with a
smaller and a larger base size having free edges, and for the sinks
of different sizes with blocked edges.

For the sinks with free edges, the analysis essentially follows
that introduced in Ref. �1� and summarized above in Eqs. �1�–�3�.
Indeed, Fig. 8 shows that an excellent generalization is obtained
separately for different fin heights, H, and base sizes, L, in the
form of Eq. �3�. The only adaptable parameter is the constant C,
which was determined using a statistical analysis. The best fit for
the cases with heights H=10, 20 mm and 30 mm and bases of
L=50, 100, and 200 mm yielded the values of C and R2 shown in
Table 3.

One can see that for any given fin height, the Nusselt number
decreases with an increase in the base dimensions. On the other
hand, for any given base dimensions, the Nusselt number in-
creases when the fin height increases. These trends suggest look-
ing for a generalization, which is based on the dimensionless
group L /H, in the form

C 	 f
H

W
��1 + A2 exp
− A3

L

H
�� �4�

where A2 and A3 are constants yet to be determined. Here, an
additional dimensionless group, H /W, is introduced in order to
account for the fact that for large L the expression in figure brack-
ets vanishes, while some effect of fin height must remain. In par-
ticular, for the heights of 10 mm, 20 mm, and 30 mm explored in
the present study, it appears that the following form reflects the
results:

f
H

W
� = �1 − exp
−

H

W
�� �5�

This means that a certain increase in the Nusselt number occurs
when the fin height increases, but this increase is much less pro-
nounced at greater heights. For instance, in the present study the
expression in figure brackets in Eq. �5� yields about 0.92 for H
=10 mm, while the results for H=20 mm and H=30 mm are
almost equal to each other and very close to unity.

Substitution of Eqs. �4� and �5� into Eq. �3� yields the following
general relation:

Fig. 7 Simulated transient flow fields of the sink with 81 fins,
of L=100 and H=10 mm: „a… free edges and „b… blocked edges
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Fig. 8 Nusselt number versus Rayleigh number for different base sizes and
fin heights with free edges: „a… H=10 mm, „b… H=20 mm, and „c… H
=30 mm
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Nu� = A1�1 − exp
−
H

W
���1 + A2 exp
− A3

L

H
��Ra�

1/2

��1 − exp�−
7000

Ra�
��1/3

�6�

where A1 is an additional constant. Thus, the Nusselt number ap-
pears to depend on the Rayleigh number �in the same way as

defined in Ref. �1��, on two additional dimensionless groups that
reflect a full geometry of the sink, L /H and H /W, and also on
constants A1, A2, and A3.

It appears that when L /H increases, the Nusselt number for any
given Rayleigh number and H /W ratio is determined by the value
of coefficient A1. Thus, it is desirable to estimate A1 as accurately
as possible. It is obvious that one way to do this is to use a
statistical analysis, which would yield A1, A2, and A3. This would
correspond to the direct approach introduced in Sec. 2

The values of C in Table 3 indicate, however, that it is impos-
sible to have a reliable direct guess about how the Nusselt number
changes when the sink size is beyond the bases actually studied.
For this reason, we believe that it is essential to estimate A1 using
the indirect approach also introduced above. This is possible be-
cause for any given L, the Nusselt number for a sink with blocked
edges is lower than that for the same sink with free edges. The
results show that the difference between the two diminishes as L
increases, since the flow fields become more similar to each other.

Table 3 Coefficients C „with R2 in parentheses… for various
cases with free edges

H �mm�, L �mm�

10 20 30

50 0.05487�0.99645� 0.06417�0.99052� 0.06768�0.98644�
100 0.04597�0.99417� 0.05857�0.99283� 0.06465�0.98912�
200 0.03542�0.98959� 0.04524�0.98711� 0.05136�0.98430�

Fig. 9 Generalized results and overall correlation: „a… blocked edges and
„b… free edges
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Thus, it is obvious that the Nusselt number for blocked edges
represents the lowest limit for the free edges’ case.

It turns out that the results for blocked edges, excluding those
for L=50 mm where no multiple vortices are formed, can be
predicted fairly accurately. The same correlation is used, in the
form of Eq. �6�, with the following coefficients: A1=0.0285, A2

�

=0.55, and A3
�=0.045. The latter two coefficients have asterisks in

order to underline that they are applied to the results for blocked
edges, as shown in Fig. 9�a�. Coefficient A1, however, must be the
same for both free and blocked edges, since the performance of
the former approaches that of the latter when the sink size, L,
increases at the same fin height. Figure 9�b� shows a complete
convergence of the results for all cases explored with free edges,
and also an excellent agreement with the suggested correlation,
Eq. �6�, with A1=0.0285, A2=1.50, and A3=0.07. This outcome is
quite remarkable, considering the fact that the cases explored in-
cluded three different base sizes, three different fin heights, and up
to nine different fin population densities, i.e., a total of 72 geo-
metrical cases with five different heat inputs in each.

The obtained correlation is valid for the horizontal-base heat-
sinks with rectangular pin fins. As discussed above, it appears that
the analysis suggested herein will remain valid even for very large
base sizes. As for the fin height, the full similarity obtained for
H=10 mm to H=30 mm indicates that the analysis may be ex-
tended to higher fins, as long as the fin efficiency remains close to
unity. We note that as the fin width, W, is the only geometry
parameter that did not vary in the present study, the values of
constants included in the correlation may depend on such addi-
tional dimensionless group as W /S.

5 Conclusions
Heat transfer by free convection and radiation from horizontal-

base pin-fin heat-sinks has been studied experimentally and nu-
merically. The sinks had various fin population densities, fin
heights, and base sizes. The study has focused on the effect of
base size, thus aiming at the generalization of free convection
attempted earlier.

In order to obtain generalization, heat-sinks with free and
blocked edges were studied. The heat-sinks with blocked edges
were used to model large sinks, which are less affected by their
perimeter. It was demonstrated that, indeed, when the edges are
blocked, air flow to the sink changes: Rather than moving from
the edges to the center and up, it is characterized by multiple
inflows from above, as expected when the base is very large.

Generalization of the results for free convection, decoupled
from radiation contribution, has been achieved for all cases ex-
plored in the work, based on the Rayleigh and Nusselt numbers,
defined for the “clear” spacing between the fins as the character-
istic length, and the geometrical parameters of the sink. A corre-
lation of the results, suggested in this study, makes it possible to
design horizontal-base pin-fin heat-sinks in a broad range of base
sizes, fin heights, and fin population densities.

Nomenclature
A 	 coefficient
C 	 coefficient

g 	 gravitational acceleration �m /s2�
hc 	 mean convective heat-transfer coefficient

�W /m2 K�
H 	 fin height �m�
I 	 electric current �A�
k 	 thermal conductivity �W /m K�
L 	 base length �m�

Nu 	 Nusselt number
Pr 	 Prandtl number
q 	 power, heat-transfer rate �W�

Ra 	 Rayleigh number
S 	 pitch �m�
T 	 temperature �K or °C�
U 	 voltage �V�
W 	 fin width �m�

Greek Letters
� 	 volumetric expansion coefficient �1/K�
� 	 “clear” spacing between fins �m�
� 	 difference
� 	 emissivity

Subscripts
c 	 convective

inf 	 infinite size
ins 	 insulation
w 	 wall
� 	 ambient
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Vadasz Number Influence on
Vibration in a Rotating Porous
Layer Placed Far Away From the
Axis of Rotation
We consider vibration effects on the classical Rayleigh–Be’nard problem and the classi-
cal Vadasz (1994, “Stability of Free Convection in a Narrow Porous Layer Subject to
Rotation,” Int. Commun. Heat Mass Transfer, 21, pp. 881–890) problem, which includes
rotation of a vertical porous layer about the z-axis. In particular, we focus on the influ-
ence of the Vadasz number on vibration for small to moderate and large Vadasz numbers.
For small to moderate Vadasz numbers, we develop an analogy between the Vadasz
problem (Vadasz, 1994, “Stability of Free Convection in a Narrow Porous Layer Subject
to Rotation,” Int. Commun. Heat Mass Transfer, 21, pp. 881–890) placed far away from
the axis of rotation and classical Rayleigh–Be’nard problem, both of which include the
effects of vibration. It is shown here that the stability criteria are identical to the
Rayleigh–Be’nard problem with vibration when g����2X0

�. The analysis for the large
Vadasz number scaling indicates that a frozen time approximation is appropriate where
the effect of vibration is modeled as small variations in the Rayleigh number
definition. �DOI: 10.1115/1.4002036�

Keywords: gravity modulation, porous media, natural convection, Rayleigh number,
Froude number

1 Introduction
The classical Rayleigh–Be’nard problem has been exhaustively

studied for both pure fluids and porous domains with and without
rotation. Comprehensive reviews are provided by Nield and Bejan
�1� for saturated porous media, which is the porous equivalent of
the work of Chandrasekar �2�. Vadasz �3� provided a detailed
analysis of rotational effects on convection in porous media in the
absence of gravity. This original work was later extended to in-
clude the effects of offsetting the porous layer along the x-axis and
was detailed in Vadasz �4�.

Later, Vadasz and Govender �5,6� included the effects of gravity
in this analysis. In principle, the effects of gravity are passive
when considering convection in a vertical rotating porous layer,
and the key finding was that the vertical component of the wave
number is identically zero, implying that the streamlines are con-
strained to the x-y plane. Govender �7� later reconfirmed this re-
sult in his investigation of an alternate orientation of the Vadasz
�8� study and clearly showed that convection rolls are the only
permissible convection mode.

As is the case with rotation, time-dependent body forces may
occur in systems with density gradients subjected to vibrations.
The influence of vibrations on thermal convection depends on the
orientation of the time-dependent acceleration with respect to the
thermal stratification. Much work has been done for pure fluids
for a vertically modulated fluid layer with constant vertical strati-
fication, i.e., modulated Rayleigh–Be’nard convection by Gresho
and Sani �9�, Wadih and Roux �10�, Christov and Homsy �11�, and
Hirata et al. �12�.

Govender �13,14� provided stability analyses for convection in
gravity modulated porous layers heated from below and above. In
addition, Govender �15� provided a weak nonlinear analysis of

convection in a gravity modulated porous layer. Bardan and
Mojtabi �16� and Pedramrazi et al. �17� also contributed to the
existing body of knowledge in this field and provided a very in-
teresting distinction between the direct and averaged solution
techniques, the latter being for large vibration frequencies. The
latter technique is shown to be deficient in recovering the transi-
tion from synchronous to subharmonic solutions while the former
method was demonstrated by Govender �18� to achieve a clear
transition from synchronous to subharmonic modes. Kuznetsov
�19� also extended the body of knowledge in this field by inves-
tigating bioconvection in the presence of gravity modulation.

The objective of the current work is to illustrate the controlling
effect of the Vadasz number on the stability of convection in a
vibrating vertical rotating porous layer placed far away from the
axis of rotation for small to moderate and large Vadasz numbers.
For the small to moderate Vadasz number scaling, we will develop
an analogy between the classical Vadasz �3� study �when placed
far away from the axis of rotation� and the Rayleigh–Be’nard
problem, including the effects of vibration. In this study, we con-
sider a vertical vibrating porous layer placed far away from the
axis of rotation and will, henceforth, neglect gravitational effects,
as it was shown by Govender �7�, to play a passive role in the
stability of convection. Furthermore, we adopt the direct solution
technique in this analysis. A separate analysis for large Vadasz
numbers will also be undertaken to determine the stability criteria.

2 Problem Formulation
A tall fluid saturated porous layer placed far away from the axis

of rotation and subjected to vibration is presented in Fig. 1�a�. The
porous layer is constrained between two rigid vertical plates
spaced a distance L� apart and oscillates parallel to the centrifugal
force in the horizontal direction. In addition, the Darcy law is
extended to include the time derivative, while the Boussinesq ap-
proximation is applied to account for the effects of the density

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

NAL OF HEAT TRANSFER. Manuscript received April 9, 2010; final manuscript received
June 7, 2010; published online August 13, 2010. Assoc. Editor: Peter Vadasz.

Journal of Heat Transfer NOVEMBER 2010, Vol. 132 / 112601-1Copyright © 2010 by ASME

Downloaded 05 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



variations. Based on the above, the following system of dimen-
sional equations for continuity, momentum, and energy is pro-
posed:

�� · V� = 0 �1�

V� =
k�

���− ��p� − ��� − �c
�����2X0

� + b���2 sin���t���êx −
�c

�

�

�V�

�t� �
�2�

�T�

�t�
+ V� · �T� = ��2�2T� �3�

The entities �� /L�, ���� /kc
�, and �T=TH−TC are used to scale the

filtration velocity components �u� ,v� ,w��, reduced pressure �p��,
and temperature variations T�−TC where �� is the thermal diffu-
sivity, �� is the viscosity, and kc

� is the characteristic permeability
associated with the porous matrix. The length of the porous layer
L� is used to scale the spatial directions and offset distance as
follows: x=x� /L�, y=y� /L�, z=z� /L�, and X0=X0

� /L�. The time
variable is scaled using L�2 /��, and the density variation is related
to the temperature according to ��=�c

��1+	��TCT�, where 	� is
the thermal expansion coefficient. Subjecting Eqs. �1�–�3� to the
dimensional analysis, the following system of dimensionless
equations results:

� · V = 0 �4�

� 1

Va

�

�t
+ 1�V = − �p − Ra�0�1 + 
� sin��t��Têx �5�

�T

�t
+ V · �T = �2T �6�

The symbols V, T, and p represent the dimensionless filtration
velocity vector, temperature, and reduced pressure, respectively,
and êx is a unit vector in the x-direction. In Eq. �5�, � is the scaled

frequency defined as �=��L�2 /��, while the nondimensional am-
plitude 
 is defined as 
�=�Fr��2, where �=b� /L� and Fr� is the
modified Froude number defined as Fr�=��2 / ����2X0

��L�3�. The
parameter Va is the Vadasz number, first proposed by Straughan
�20�, and includes the Prandtl and Darcy numbers as well as the
porosity of the porous domain and is defined as Va=� Pr /Da,
where Pr=�� /�� is the Prandtl number, Da=kc� /L�2 is the Darcy
number, � is the porosity, and �� stands for the kinematic viscos-
ity of the fluid. It is only through this combined dimensionless
group that the Prandtl number affects the flow in the porous media
�see Vadasz �8� for a full discussion on the numerical values that
Pr can assume in a typical porous medium�. In Eq. �5�, one also
observes the Rayleigh number Ra�0 defined as Ra�0
=	��T��2X0

�kc
�L� / ������. As all boundaries are rigid, the solution

must follow the impermeability conditions there, i.e., V · ên=0 on
the boundaries, where ên is a unit vector normal to the boundary.
The temperature boundary conditions are T=0 at x=0, T=1 at x
=1, and �T · ên=0 on all other walls representing the insulation
condition on these walls. The partial differential Eqs. �4�–�6� form
a nonlinear coupled system, which, together with the correspond-
ing boundary conditions, accepts a basic motionless solution with
a parabolic pressure distribution. The solutions for the basic tem-
perature and flow field are given as TB=x and VB=0. To provide
a nontrivial solution to the system, it is convenient to apply the
curl operator ��� twice on Eq. �5�, consider the solenoidal ve-
locity field, Eq. �4�, and consider only the horizontal x-component
of the result, yielding

� 1

Va

�

�t
+ 1��2u + Ra�0�1 + 
� sin��t���V

2T �7�

The vertical Laplacian operator in Eq. �7� is defined as �V
2

= ��2 /�y2+�2 /�z2�.

3 Linear Stability Analysis
The linear stability analysis will adopt the direct solution tech-

nique as opposed to the nondirect technique adopted by Pedram-
razi et al. �17� and Kuznetsov �19�. As the Mathieu charts will
ultimately be used to determine the stability criteria, there will be
a degree of error in reading off the charts, but the trends will be
qualitatively correct. The basic motionless solution is VB=0 and
TB=x. Assuming small perturbations around the basic solution in
the form V=VB+V� and T=TB+T� and linearizing Eqs. �6� and
�7� yields the following linear system:

� 1

Va

�

�t
+ 1��2u� + Ra�0�1 + 
� sin��t���V

2T� = 0 �8�

� �

�t
− �2�T� + u� = 0 �9�

where u� is the perturbation to the horizontal component of the
filtration velocity. The boundary conditions in the x-direction re-
quired for solving Eqs. �5� and �6� are u�=T�=0 at x=0 and x
=1. In the z-direction, �T� /�z=0 at z=0 and z=L. We may un-
couple Eqs. �8� and �9� by eliminating u� to provide one equation
for the temperature perturbation in the form

� 1

Va

�

�t
+ 1��2��2 −

�

�t
� + Ra�0�1 + 
� sin��t���V

2T� = 0

�10�

Assuming an expansion into normal modes in the y- and
z-directions and a time-dependent amplitude ��t� of the form

T� = ��t�exp�i�syy + szz��sin��x� �11�

where s2=sy
2+sz

2. Substituting Eq. �11� into Eq. �10� provides an
ordinary differential equation for the amplitude ��t�,

Fig. 1 „a… The offset vertical rotating porous layer to vibration
and „b… the horizontal porous layer subjected to gravity
modulation
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1

�

d2�

dt2 + 2�
d�

dt
− F�����R̃� − R̃0� + R̃�
� sin��t��� = 0 �12�

where �=s2 /�2, �=Va /�2, and R̃�=Ra�0 /�2. In Eq. �9�, 2�

=�2���+1� /�+1�, F���=�4� / ��+1�, and R̃o is the characteristic

Rayleigh number defined as R̃o= ��+1�2 /�, which represents both
the unmodulated characteristic gravitational and rotational Ray-
leigh numbers. Incidentally, when the porous layer is placed far
away from the axis of rotation �without vibration�, the stability
criteria is identical to the Rayleigh–Be’nard stability criteria.

3.1 Small to Moderate Vadasz Number Scaling. For this
scenario, we shall use the definition �SM=VaSM /�2 to represent
small to moderate Vadasz numbers; thus, Eq. �12� may be rewrit-
ten as

1

�SM

d2�

dt2 + 2�
d�

dt
− F�����R̃� − R̃0� + R̃�
� sin��t��� = 0

�13�

For small to moderate Vadasz numbers, the second order time
derivative in Eq. �13� is retained. Typically, when considering
binary alloy systems, one would encounter Vadasz numbers in the
small to moderate range �Vadasz �8��. The direct solution tech-
nique using Mathieu functions may be employed, and by using the
transformation t= �� /2+2�� /�, Eq. �13� may be cast into the ca-
nonical form of the Mathieu equation, as outlined by McLachlan
�21�, as follows:

d2X

d�2 + �a − 2q cos�2���X = 0 �14�

The sign in front of “2q” could be positive or negative with no
effect on the solution. The solution to Eq. �14� follows the form
�=X exp�−p��, where X is a periodic function with a period of �
or 2� and p is a characteristic exponent, which is a complex
number and is a function of a and q, respectively. In this paper,
the definitions for a, q, and p are obtained upon transforming Eq.
�13� to the canonical form �14� and are defined as

	 2

− a

	
�

=
�

�F����SM�R̃� − ���1/2
�15�

1
2q�� = F����SMR̃��Fr� �16�

� = − 2�/� �17�

where � is a parameter defined as

� = − Ro

�� + 1 − ��2

4�SM�� + 1�
�18�

where subscript � refers to the case with rotation. When �=0, the
solution to Eq. �14� is defined in terms of Mathieu functions such
that for each Mathieu function, there exists a relation between a
and q �McLachlan �21��. Recalling the results from Govender �18�
for a horizontal porous layer subjected to gravity modulation �Fig.
1�b��, we may present the definitions for a and q as follows:

	 2

− a

	
g

=
�

�F����SM�R̃g − ���1/2
�19�

1
2q�g = F����SMR̃g�Frg �20�

where subscript g refers to the case with gravity, Frg is the modi-

fied Froude number defined as Frg=��2 / �g�L�3�, and R̃g=Rag /
�2 is the scaled gravity referenced Rayleigh number where Rag
=	��T��2g�L� / ������.

In developing the analogy, we set

	 2

− a

	
g

= 	 2

− a

	
�

and 	 1

2
q	

g

= 	 1

2
q	

�

�21�

which results in the following relations:

R̃g = R̃� = � +
R̃o − �

�2 and Frg = Fr� �22�

where �=� /
−a �Govender �13��. So from the results of Eq. �22�
and the definitions of the modified Froude numbers, we obtain

�� = 
g�/X0
� �23�

In principle, for g�=9.81 m /s2 and for large offset distances, the
rotational speeds that are derived from Eq. �23� are small in mag-
nitude. In other words, the results indicate that a horizontal gravity
modulated porous layer is analogous to a slow rotating vertical
porous layer placed far away from the axis of rotation.

The stability results presented by Govender �18� are applicable
to the system of Eqs. �15�–�18� so an analysis will not be repeated
here, but the overall conclusion that vibration stabilizes convec-
tion is applicable to the rotating offset system presented in Fig.
1�a�. Besides the useful analogy derived in Eq. �23�, it is observed
that for the systems presented in Fig. 1, the effects of vibration on
the stability of convection are only significant when the Vadasz
number lies in the small to moderate range.

3.2 Large Vadasz Number Scaling. For this scenario, we
shall use the definition �L=VaL /�2 to represent large Vadasz
numbers; thus, Eq. �14� may be rewritten as follows, with the
definitions for a and q included:

�2

�L

d2X

d�2 − F����4�R̃� − �� + R̃�
� cos�2���X = 0 �24�

For large Vadasz numbers, the influence of the second order time
derivative in Eq. �24� becomes negligible when �2 /�L� �1. As
a result, for moderate �note large� frequencies and large Vadasz
numbers, Eq. �12� may be reduced to

d�

dt
− �2 �

� + 1
�R̃��t� − R̃0�� = 0 �25�

where R̃��t�= R̃��1+
� sin��t��. Directly solving Eq. �25� yields

� = Ce�2��/��+1����Lt−�Fr�� cos��t�� �26�

where �L= R̃�− R̃o. For marginal stability, �L=0, which implies

that R̃�= R̃o. This condition can only be met if �=0, thus imply-
ing that the form of the solution given by Eq. �26� must be ��t�
=C exp��2�� /�+1��Lt�. Substituting this result in Eq. �11� and
setting �=0 in Eq. �10� would allow the author to arrive at the

result R̃�= R̃o, which clearly illustrates that for large Vadasz num-
bers, vibration has no effect on the stability of convection.

4 Conclusion
In the current work, we demonstrate the important influence of

the Vadasz number on the stability of convection with vibration
for the systems presented in Fig. 1. Adopting the direct solution
technique, we firstly develop an analogy between the classical
Vadasz �3� problem �placed far away from the axis of rotation�
and the classical Rayleigh–Be’nard problem, including gravity
modulation for small to moderate Vadasz number scaling. We ne-
glect gravity as it was shown by Govender �7� to play a passive
role in the stability of convection. The analogy developed shows
that the gravity modulated horizontal porous layer is analogous to
a slow rotating vertical porous layer placed far away from the axis
of rotation. The stability criteria are then shown to be identical to
the horizontal gravity modulated porous layer.
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For the large Vadasz number scaling, we demonstrate that the
stability criteria for marginal stability is identical to the nonvibrat-
ing offset rotating porous layer.

In summary, the magnitude of the Vadasz number influences the
retention or removal of the second order time derivative, which is
shown to dictate the influence of the vibration on the stability
criteria. Small to moderate Vadasz numbers allow for vibration to
affect the stability criteria, while large Vadasz numbers render the
effects of vibration as being negligible on the stability criteria.
This is an important observation that future researchers need to be
cognizant of when developing the momentum equation to include
vibration especially if their area of focus will be for a system that
displays large Vadasz numbers.

Nomenclature

Latin Symbols
a � variable in canonical form of Mathieu

equation
b� � vibration amplitude

Da � Darcy number, equals k0� /L�

êx � unit vector in the x-direction
êy � unit vector in the y-direction
êz � unit vector in the z-direction

Frg � gravity based Froude number, equals Frg
=��2 / �g�L�3�

Fr� � rotation based Froude number
g� � gravitational acceleration
H� � height of porous layer
k� � permeability of the porous matrix
H � the front aspect ratio of the porous layer,

equals H� /L�

L� � the length of the porous layer
p � dimensionless reduced pressure
q � variable in canonical form of Mathieu equation

Pr � Prandtl number, equals �� /��

V � dimensionless filtration velocity vector, equals
uêx+vêy+wêz

Va � Vadasz number, equals � Pr /Da
Rag � gravity based Rayleigh number, equals Rag

=	��Tg�kc
�L� / ������

Ra�0 � rotation based Rayleigh number, equals Ra�0
=	��T��2X0

�kc
�L� / ������

R̃g � scaled gravity based Rayleigh number, equals
Rag /�2

R̃� � scaled rotation based Rayleigh number, equals
Ra�0 /�2

s � convection wave number
t� � dimensional time
T � dimensionless temperature, equals

�T�−TC� / �TH−TC�
TC � coldest wall temperature
TH � hottest wall temperature

u � horizontal x component of the filtration
velocity

v � horizontal y component of the filtration
velocity

w � vertical z component of the filtration velocity
x � horizontal length coordinate
y � horizontal width coordinate
z � vertical coordinate

Greek Symbols
� � a parameter related to the wave number, equals

s2 /�2

	� � thermal expansion coefficient


g � gravity based vibration amplitude, equals
�Frg�2


� � rotation based vibration amplitude, equals
�Fr��2

�TC � characteristic temperature difference
� � porosity
� � equals Va /�2

� � equals b� /L�

�� � effective thermal diffusivity
�� � fluid dynamic viscosity

� � fluid density
� � Mathieu exponent

�� � rotation frequency
�� � vibration frequency
� � scaled vibration frequency, equals ��L�

2 /��

v� � fluid kinematic viscosity
� � scaled exponent, equals � /
−a

Subscripts
� � dimensional values
c � characteristic

cr � critical values
C � related to cold wall
H � related to hot wall
o � related to unmodulated quantities

SM � small to moderate values
L � large values

Over
� � scaled quantities
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Radiation and Conduction in an
Isotropic Scattering Rectangular
Medium With One
Semitransparent and Diffusely
Reflecting Boundary
Using the ray tracing-node analyzing method, the 2D transient coupled radiative and
conductive heat transfer in a rectangular semitransparent medium is investigated. The
rectangular medium has one semitransparent and diffuse boundary (the other three
boundaries are black) and is isotropically scattering. The transient differential energy
equation is discretized by the fully implicit finite difference method, and the radiative
source term of the energy equation is expressed by the radiative transfer coefficients
(RTCs). The integrality and reciprocity relationships of the RTCs without considering
scattering for the 2D physical model are discovered, which are much different from those
for the 1D case. When solving the isotropic scattering RTCs, the RTCs without consid-
ering scattering are normalized at first, and then the normalized RTCs are used to trace
the energy scattered by control volumes. Finally, the isotropic scattering RTCs are solved
by reverse calculation. The Patankar’s linearization method is used to linearize the ra-
diative source term and the opaque boundary conditions, and the boundary conditions
are dealt with an additional source term method. The alternating direction implicit
method is applied to solve the nominal linearized equations. The effects of scattering
albedo, extinction coefficient, refractive index, etc., on transient coupled heat transfer are
studied. The study shows that when the extinction coefficient is so small, the increase in
scattering albedo can intensify the cooling of the three black surfaces of the rectangular
medium. �DOI: 10.1115/1.4002030�

Keywords: ray tracing-node analyzing method, 2D rectangular semitransparent medium,
diffuse reflectivity, transient, radiation

1 Introduction
Radiative heat transfer, coupled with other heat transfer modes

in semitransparent media, has a broad engineering application
background, such as heat insulating techniques for the protection
of aeroengines �1�, thermal analysis of multilayer optical windows
for spacecraft applications �2�, and the manufacture of glass and
its application in high temperature environment �3�. Almost all of
the engineering applications belong to the multidimensional prob-
lem, such as heat transfer in boilers, furnaces, and combustion
chambers, wherein temperatures are very high and radiation plays
an important role in heat transfer. Therefore, developing research
on multidimensional transient coupled heat transfer is of practical
importance.

The remote action of radiation often implies taking into account
the whole thermal system, which requires us to solve the radiative
transfer equation �RTE� to obtain the temperature distributions.
Since an exact analytical solution to the highly nonlinear integrod-
ifferential RTE is nearly impossible to find, many numerical meth-
ods have been developed. Compared with the 1D case, the com-
plex geometry of a multidimensional physical model increases the
difficulties to solve the RTE. Hollands �4� explored a new Fred-
holm integral equation solver to problems in thermal radiation.
Using a discrete transfer method �DTM� based on unstructured

triangular meshes, Feldheim and Lybaert �5� studied radiative
transfer in 2D complex-shaped geometries, and the ray effect of
this method is analyzed. Using a new finite volume method
�FVM� to solve the RTE and using the parallel hierarchical adap-
tive multilevel code to solve the energy equation, Asllanaj et al.
studied the pure radiative heat transfer �6� and transient coupled
radiative-conductive heat transfer �7� in 2D complex-shaped me-
dia. Ravishankar et al. �8� investigated the method of spherical
harmonics for an approximate solution of the RTE in participating
media. Using the ray-tracing technique to calculate the radiative
source and the alternating direction implicit �ADI� method to
solve the energy equation, Dez et al. �9� studied steady-state
coupled radiative and conductive heat transfer in an axisymmetric
semitransparent medium. Using the finite element method �FEM�
combined with the iterative technique, Furmanski and Banaszek
�10� studied transient coupled radiative and conductive heat trans-
fer in a 2D rectangular scattering medium. Widmer �11� investi-
gated the sparse finite element method �SFEM� for solving the
RTE in a nonscattering medium. Becker et al. �12� studied the
angular dependency of the even-parity equation of radiative trans-
fer by the FEM. Using the zonal method, Hitti et al. �13� studied
3D transient radiation and conduction heat transfer occurring in-
side thin glass sheets undergoing high temperature processing.
Using the method of “subtraction of singularity” to solve the ra-
diative integral transfer equation, Altaç and Tekkalmaz �14� gave
a benchmark solution of radiative transfer equation for 3D rectan-
gular homogeneous media.

Mishra et al. �15,16� and Mishra and Roy �17� also conducted a
deep investigation on transient coupled radiative and conductive
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heat transfer in a rectangular medium. Using the collapsed dimen-
sion method �CDM� to compute the RTE and the lattice Boltz-
mann method �LBM� and FVM to solve the energy equation, they
�15� studied transient coupled radiative and conductive heat in a
2D rectangular medium. Reference �16� studied the effect of ther-
mal conductivity of the medium varying linearly with temperature
on transient coupled radiative and conductive heat transfer. Using
FVM to compute the RTE and LBM and FVM to compute the
energy equation, Mishra and Roy �17� studied transient coupled
radiative and conductive heat transfer in a rectangular isotropi-
cally scattering medium.

Recently, many researchers draw much attention to the control
volume finite element method �CVFEM�. Rousse et al. �18,19�
validated the CVFEM for solving 2D radiative heat transfer in a
rectangular or complex-shaped enclosure. Ben Salah et al. �20�
also used this method for the treatment of radiative heat transfer in
2D media. Recently, Grissa et al. �21� extended this method to the
solution of 3D radiative transfer in emitting, absorbing, and scat-
tering media.

The discrete ordinate method �DOM� is a very popular method
for studying radiative transfer because the fundamental advantage
of this method is that numerical equation can be easily derived
and expanded to higher order approximations to increase the ac-
curacy. As early as 1991, using DOM to solve the RTE, Kim and
Baek �22� studied steady-state coupled radiative and conductive
heat transfer in a 2D anisotropically scattering rectangular me-
dium. Using this method, Sakami et al. �23� studied steady-state
coupled radiative and conductive heat transfer in a 2D scattering
enclosure of arbitrary geometry. Vaillon et al. �24� thought that the
extension of the DOM to a curvilinear system was only limited to
cylindrical and spherical coordinates, so they extended this
method to the study of the radiative transfer in general curvilinear
coordinates. Also, using this method, Liu and Tan �25� studied the
transient coupled radiative-conductive heat transfer in a 2D semi-
transparent cylinder medium with a black boundary surface under
pulse irradiation on one end of the cylinder. Cheong and Song
�26� modified DOM as the discrete ordinate interpolation method
�DOIM� and applied DOIM to 2D geometry. Three years later,
Cha and Song �27� expanded DOIM to 3D unstructured grid sys-
tems with a gray medium, and recently Kim et al. �28� further
applied this method to the study of radiative heat transfer with real
particle and gas radiative properties. In allusion to the manufac-
turing and processing of glass, Lee and Viskanta �29� studied
coupled radiation and conduction in a rectangular glass medium
and compared the DOM with the Rosseland diffusion approxima-
tion method for solving the RTE.

The ray tracing-node analyzing method �RTNAM�, which was
first developed by Tan �30�, is also an effective method for study-
ing radiative transfer. In the past, this method has been mainly
used to study 1D transient coupled radiative and conductive heat
transfer in a parallel plane single layer �31� or a composite �32�
medium. The advantage of this method is that it can avoid ray
effect and false scattering because when solving the RTCs the
radiative intensity does not need to be discretized along the coor-
dinates, and the solid angle also does not need to be discretized
but is integrated directly. Therefore, this method has high accu-
racy. In addition, this method can be easily used to solve the
radiative transfer problem in a 1D multilayer composite having
semitransparent and specular interfaces �32�, and up to now, we
have not found this problem to be solved by other methods, such
as the DOM and FVM.

Recently, we �33� extended the RTNAM to study 2D transient
coupled radiative and conductive heat transfer in an isotropic scat-
tering rectangular medium with four black boundaries. Based on
Ref. �33�, the main purpose of this paper is to further extend this
method to the study of transient coupled heat transfer in an ab-
sorbing, isotropic scattering rectangular medium with one semi-
transparent and diffusely reflecting boundary �the other three
boundaries being opaque and black�. Radiative energy will be

reflected and transmitted when it reaches the semitransparent
boundary, and total reflection will occur therein when the incident
angle is greater than the critical angle. Therefore, the problem
becomes more complex. Furthermore, we will deduce the isotro-
pic scattering RTCs and reveal the characteristics of this deductive
process.

2 Physical Model and Determination of Reflectivity
The physical model of the present study is shown in Fig. 1. The

rectangular enclosure bounded by S1, S2, S3, and S4 is a semitrans-
parent medium, which is surrounded by black surroundings rep-
resented by S�1, S�2, S�3, and S�4. The space between the black
surroundings and the surfaces of the rectangular medium is full of
air, which can exchange convective heat energy with the surfaces
of the rectangular medium. Assume S2 to be semitransparent and
diffusely reflecting and the other three surfaces to be opaque and
black. The rectangular semitransparent medium not only absorbs
radiative energy but also isotropically scatters. The absorption co-
efficient �, extinction coefficient �, and refractive index n of the
selective medium are expressed with a series of rectangular spec-
tral band models. The total number of spectral bands is NB, and
subscript k denotes the kth spectral band.

The reflectivity of S2 is determined as follows. As pointed out
by Siegel �34�, although the interface is not optically smooth, it is
assumed that each bit of roughness acts as a smooth facet so that
the reflectivity can be obtained from Fresnel’s reflective law for a
nonabsorbing dielectric medium. When the radiation passing into
a medium of a higher refractive index nh�=n� from a medium of a
smaller refractive index ns �ns=1, the refractive index of the fluid
medium of the environment�, by integrating the reflected energy
over all incident directions, the reflectivity �sh of the interface is
�34�

�sh =
1

2
+

�3n� + 1��n� − 1�
6�n� + 1�2 +

n�2�n�2 − 1�2

�n�2 + 1�3 ln�n� − 1

n� + 1
�

−
2n�3�n�2 + 2n� − 1�
�n�2 + 1��n�4 − 1�

+
8n�4�n�4 + 1�

�n�2 + 1��n�4 − 1�2 ln�n�� �1a�

where n�=nh /ns. When incidence from the reverse direction,
meanwhile considering the effect of total reflection, the reflectiv-
ity �hs of the interface is �34�

Fig. 1 Physical model of 2D coupled heat transfer in a rectan-
gular medium with one semitransparent diffuse boundary: „a…
physical model and „b… control volume V

„i,j…
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�hs = 1 − 1/n�2�1 − �sh� �1b�

3 Governing Equation and Radiative Source Term
As shown in Fig. 1, for the inner node �i , j� �1� i�M and 1

� j�N�, using the finite difference method and the implicit
scheme in time, the discretized form of the 2D transient energy
balance differential equation is written as �33�

�c�T�i,j�
m+1 − T�i,j�

m �/�t = k�T�i+1,j�
m+1 − T�i,j�

m+1�/�x2 − k�T�i,j�
m+1 − T�i−1,j�

m+1 �/�x2

+ k�T�i,j+1�
m+1 − T�i,j�

m+1�/�y2 − k�T�i,j�
m+1

− T�i,j−1�
m+1 �/�y2 + ��i,j�

r,m+1/��x�y� �2�

where superscript m means the mth time step. The term ��i,j�
r is

the radiative heat source term for control volume V�i,j�. In terms of

RTCs, ��i,j�
r can be expressed as �33�

��i,j�
r =

�

	�
k=1

NB ��
m=1

N

nk
2��S1,mV�i,j��kAk,TS1,m

TS1,m

4

− �V�i,j�S1,m�kAk,T�i,j�
T�i,j�

4 � + �
m=1

N

nk
2��S3,mV�i,j��kAk,TS3,m

TS3,m

4

− �V�i,j�S3,m�kAk,T�i,j�
T�i,j�

4 � + �
l=1

M

nk
2��S4,lV�i,j��kAk,TS4,l

TS4,l

4

− �V�i,j�S4,l�kAk,T�i,j�
T�i,j�

4 � + 	�
l=1

3

�S�lV�i,j��kAk,TS�l
TS�l

4

− nk
2�V�i,j�S��kAk,T�i,j�

T�i,j�
4 


+ �
l=1

M

�
m=1

N

nk
2��V�l,m�V�i,j��kAk,T�l,m�

T�l,m�
4

− �V�i,j�V�l,m��kAk,T�i,j�
T�i,j�

4 �� �3�

where �V�l,m�V�i,j��k, etc., are the RTCs for isotropic scattering me-
dia. �V�l,m�V�i,j��k means the part of radiative energy absorbed by
V�i,j� to that emitted from V�l,m� in the kth spectral band for isotro-
pic scattering media, and the meanings of the other RTCs are
similar to that of �V�l,m�V�i,j��k. On the right-hand side of Eq. �3�,
the first term denotes the net radiative energy transferred to the
control volume V�i,j� by all the black surface elements S1,m, and
the meanings of the second and third terms are similar to that of
the first one. The fourth term means the net radiative energy trans-
ferred to the control volume V�i,j� by all the black environment
surfaces. The fifth term means the net radiative energy transferred
to the control volume V�i,j� by all the control volumes.

4 Boundary Condition

4.1 Opaque Boundary Condition. S1, S3, and S4 are opaque
surfaces, wherein there is an energy balance of radiation, conduc-
tion, and convection. For example, the discretized boundary con-
dition for the opaque element S3,j is

2k�T�M,j� − TS3,j
��y/�x + �qS3,j

r − qS3,j→S�

r � = h3�TS3,j
− Tg3��y

�4�

where qS3,j

r is the net radiative energy transferred to S3,j by all the
control volumes, all the inner surface elements S1,j�j=1–N� and
S4,i�i=1–M�, and the black surroundings S�1, S�2, and S�3

qS3,j

r =
�

	�
k=1

NB ��
m=1

N

nk
2��S1,mS3,j�kAk,TS1,m

TS1,m

4 − �S3,jS1,m�kAk,TS3,j
TS3,j

4 �

+ �
l=1

M

nk
2��S4,lS3,j�kAk,TS4,l

TS4,l

4 − �S3,jS4,l�kAk,TS3,j
TS3,j

4 �

+ 	�
j=1

3

�S�jS3,j�kAk,TS�j
TS�j

4 − nk
2�S3,jS��kAk,TS3,j

TS3,j

4 

+ �

l=1

M

�
m=1

N

nk
2��V�l,m�S3,j�kAk,T�l,m�

T�l,m�
4

− �S3,jV�l,m��kAk,TS3,j
TS3,j

4 �� �5�

The term qS3,j→S�

r in Eq. �4� is the net radiative energy transferred
to S� by S3,j,

qS3,j→S�

r = �TS3,j

4 �y − CS3,j
�6a�

CS3,j
=

2�T�2
4

	
�

0

L3

dx�
0

	/2

d
�
arctg��L3−x�/�Hy−�j−1��y+L2�cos 
�

arctg��L3−x�/�Hy−j�y+L2�cos 
�

�cos � sin �d�

+
2�T�4

4

	
�

0

L3

dx�
0

	/2

d
�
arctg��L3−x�/�j�y+L4�cos 
�

arctg��L3−x�/�j�y−�y+L4�cos 
�

�cos � sin �d� +
2�T�3

4

	
�

0

L2+Hy−j�y

dx�
0

	/2

�d
�
arctg�x/L3 cos 
�

arctg��x+�y�/L3 cos 
�

cos � sin �d�

+
2�T�3

4

	
�

0

L4+�j−1��y

dx�
0

	/2

d
�
arctg�x/L3 cos 
�

arctg��x+�y�/L3 cos 
�

�cos � sin �d�

+
4�T�3

4

	
�

0

�y

dx�
0

	/2

d
�
0

arctg�x/L3 cos 
�

cos � sin �d�

�6b�

where the term �TS3,j

4 �y means the radiative energy transferred to
S� by S3,j, and CS3,j

means the radiative energy transferred to S3,j

by the black surroundings. For simplicity, the deduction of Eq.
�6b� is omitted.

4.2 Semitransparent Boundary Condition. Surface S2 is
semitransparent. For the reason that the semitransparent surface
does not absorb radiative energy, there is only energy balance of
conduction and convection at S2. The discretized boundary condi-
tion for S2,i is

2k�i,N��T�i,N� − TS2,i
�/�y = h2�TS2,i

− Tg2� �7�

5 Deduction of the RTCs Without Considering Scat-
tering

Before solving the RTCs for isotropic scattering media, the
RTCs without considering scattering must be solved first. In a
scattering medium, the radiative intensity I is attenuated in accor-
dance with Bouguer’s law, Ie−�kl, where �k=�k+�k and l is the
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distance that the radiative intensity passes through the media. The
RTCs without considering scattering are expressed with round
brackets, such as �V�l,m�V�i,j��k, etc.

5.1 Deduction of the RTCs of Control Volumes Versus the
Other Elements. For the RTCs of control volume vs the other
elements, five RTCs, such as �V�i,j�S1,l�k, �V�i,j�S3,l�k, �V�i,j�S4,m�k,
�V�i,j�V�l,m��k, and �V�i,j�S��k, needed to be deduced. We take
�V�i,j�S1,l�k as an example to illustrate the deduction. For conve-
nience of deduction, the four interfaces of each control volume are
defined, as shown in Fig. 1�b�, and the outside of interface n of
V�i,j� is expressed as V�i,j�

n , while the inside of interface n of V�i,j� is

expressed as V�i,j�
n� �n=1–4�.

5.1.1 Expression of RTC �V�i,j�S1,l�k . The RTC �V�i,j�S1,l�k can
be expressed as

�V�i,j�S1,l�k = �
n=1

4

fV�i,j�
n ,k

S1,l − �
n=1

4

f
V�i,j�

n� ,k

S1,l �8�

where fV�i,j�
n ,k

S1,l �or f
V�i,j�

n� ,k

S1,l � means the radiative energy absorbed by

S1,l, emitted by V�i,j�
n �or V�i,j�

n� � at the kth spectral band over the
whole hemispherical space.

The radiative energy will be reflected when it arrives at S2. So,

each of the functions fV�i,j�
n ,k

S1,l �or f
V�i,j�

n� ,k

S1,l � includes two parts: �1�

f1V�i,j�
n ,k

S1,l �or f1
V�i,j�

n� ,k

S1,l �, the radiative energy directly absorbed by S1,l

�not being reflected by S2�, emitted by V�i,j�
n �or V�i,j�

n� � at the kth

spectral band over the whole hemispherical space, and �2� f2V�i,j�
n ,k

S1,l

�or f2
V�i,j�

n� ,k

S1,l �, the radiative energy absorbed by S1,l after being re-

flected by S2, emitted by V�i,j�
n �or V�i,j�

n� � at the kth spectral band
over the whole hemispherical space. Therefore, the functions

fV�i,j�
n ,k

S1,l and f
V�i,j�

n� ,k

S1,l can be expressed as

fV�i,j�
n ,k

S1,l = f1V�i,j�
n ,k

S1,l + f2V�i,j�
n ,k

S1,l �n = 1 – 4� �9a�

f
V�i,j�

n� ,k

S1,l = f1
V�i,j�

n� ,k

S1,l + f2
V�i,j�

n� ,k

S1,l �n = 1 – 4� �9b�

In the following, we take fV�i,j�
2 ,k

S1,l as an example to illustrate the

deduction of fV�i,j�
n ,k

S1,l and f
V�i,j�

n� ,k

S1,l , and for this case, there is

fV�i,j�
2 ,k

S1,l = f1V�i,j�
2 ,k

S1,l + f2V�i,j�
2 ,k

S1,l �10�

The two terms on the right-hand side of the above equation will be
solved in the following.

5.1.2 Determination of the Function f1V�i,j�
2 ,k

S1,l . In terms of the

basic principle law of radiative transfer, for element V�i,j�
2 we can

deduce

f1V�i,j�
2 ,k

S1,l =2�
�i−1��x

i�x

dx�
0

	/2

d
�
arctg�x/�l−j��y cos 
�

arctg�x/�l−1−j��y cos 
�

exp�−
x�

sin � cos 

�cos � sin �d� �l  j and l � j + 1�

2�
�i−1��x

i�x

dx�
0

	/2

d
�
arctg�x/�l−j��y cos 
�

	/2

exp�−
x�

sin � cos 

�cos � sin �d� �j  j and l = j + 1�

0 �l � j�
� �11�

For simplicity, the detailed deduction of Eq. �11� is omitted here. In the following, we mainly analyze the deduction of f2V�i,j�
2 ,k

S1,l .

5.1.3 Determination of the Function f2V�i,j�
2 ,k

S1,l

5.1.3.1 Determination of the REQTFSE. Before solving the function f2V�i,j�
2 ,k

S1,l , we must first solve the radiative energy quotient

transfer function of surface element �REQTFSE�, which is used to trace the reflected and transmitted radiative energies.
As shown in Fig. 1, the length Hx of S2 is divided into M equal parts, called surface elements, and from left to right the Ith surface

element is denoted as S2,I. Define fS2,I

X as the REQTFSE, i.e., the quotient of the radiative energy absorbed by element X �superscript of

fS2,I

X � to that emitted downward by the inner surface of S2,I �subscript of fS2,I

X �, where X represents V�i,j�, S1,j, S3,j, or S4,i, so there are four

REQTFSEs: f
S2,I

V�i,j�, fS2,I

S1,l, fS2,I

S3,l, and fS2,I

S4,m, which are used to trace the reflected and transmitted radiative energy from S2,I. Here, take fS2,I

S1,l

as an example to illustrate their expressions. According to the principles of radiative heat transfer, we have

fS2,I

S1,l =
2

	�x��I−1��x

I�x

dx�
0

	/2

d
�
arctg�x/�N−l+1��y cos 
�

arctg�x/�N−l��y cos 
�

exp�−
x�

sin � cos 

�cos � sin �d� �l � N�

2

	�x��I−1��x

I�x

dx�
0

	/2

d
�
arctg�x/�N−l+1��y cos 
�

	/2

exp�−
x�

sin � cos 

�cos � sin �d� �l = N� � �12�

On the right-hand side of Eq. �12�, the denominator term 	�x
means the total energy emitted by S2,I over the whole hemispheri-
cal space. The remaining part means the radiative energy absorbed
by S1,l and emitted downward by S2,I, and this part of radiative

energy is divided by 	�x to get the quotient of the radiative
energy absorbed by S1,l to that emitted by S2,I over the whole
hemispherical space. So, there is 0� fS2,I

S1,l �1. The function fS2,I

S1,l is

independent of spectral properties. The expressions of the other
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REQTFSEs can also be deduced, and for simplicity, these expres-
sions are not given here.

5.1.3.2 Determination of the RTFCVISE. Define fV�i,j�
n ,k

S2,I �n

=1–4� as the radiative transfer function for control volume inter-
face versus surface element �RTFCVISE�, i.e., the radiative en-
ergy arriving at S2,I and emitted by V�i,j�

n at the kth spectral band.

The position of S2,I relative to V�i,j�
2 has three conditions: �1� S2,I

located in the top-left direction of V�i,j�
2 �I� i�; �2� S2,I located

directly upon V�i,j�
2 �I= i�; and �3� S2,I located in the top-right di-

rection of interface 2 �I i�. Therefore, the expression of function

fV�i,j�
2 ,k

S2,I has three different types:

fV�i,j�
2 ,k

S2,I =
2�

�i−1��x

i�x

dx�
0

	/2

d
�
arctg�x−�I−1�/�x��M−j��y cos 


arctg�x−I�x�/�M−j��y cos 


exp	 �M − j��y

cos �

sin � cos �d� �I � i�

4�
�i−1��x

i�x

dx�
0

	/2

d
�
0

arctg�x−�I−1��x�/�M−j��y cos 


exp	 �M − j��y

cos �

sin � cos �d� �I = i�

2�
�i−1��x

i�x

dx�
0

	/2

d
�
arctg��I−1��x−x�/�M−j��y cos 


arctg�I�x−x�/�M−j��y cos 


exp	 �M − j��y

cos �

sin � cos �d� �I  i�

� �13�

For simplicity, the deduction of Eq. �13� is omitted, and the ex-
pressions of the other functions fV�i,j�

1 ,k
S2,I , fV�i,j�

3 ,k
S2,I , and fV�i,j�

4 ,k
S2,I �=0� are

not given here.

5.1.3.3 Determination of the function f2V�i,j�
2 ,k

S1,l . Based on the

two functions fS2,I

S1,l and fV�i,j�
2 ,k

S2,I solved as above, the function f2V�i,j�
2 ,k

S1,l

can be deduced. The energy emitted at the kth spectral band by
V�i,j�

2 and arriving at S2,I is denoted by fV�i,j�
2 ,k

S2,I , and part fV�i,j�
2 ,k

S2,I �hs,k

of this energy is reflected by S2,I. The reflected energy fV�i,j�
2 ,k

S2,I �hs,k

can be considered as that diffusely emitted by S2,I, and as a result,
quotient fS2,I

S1,l of fV�i,j�
2 ,k

S2,I �hs,k is absorbed by S1,l. So, after being

reflected by all the surface elements of S2, the total energy ab-
sorbed by S1,l is

f2V�i,j�
2 ,k

S1,l = �
I=1

M

fV�i,j�
2 ,k

S2,I �hs,kfS2,I

S1,l �14�

Substitution of Eqs. �11� and �14� into Eq. �10� yields fV�i,j�
2 ,k

S1,l .

5.1.3.4 Deduction of the RTC �V�i,j�S1,l�k . By a similar deduc-

tion as above, we can solve the other functions f1V�i,j�
1 ,k

S1,l , f2V�i,j�
1 ,k

S1,l ,

f1V�i,j�
3 ,k

S1,l �=0�, f2V�i,j�
3 ,k

S1,l , f1V�i,j�
4 ,k

S1,l , and f2V�i,j�
4 ,k

S1,l . Therefore, we have

fV�i,j�
1 ,k

S1,l = f1V�i,j�
1 ,k

S1,l + f2V�i,j�
1 ,k

S1,l �15a�

fV�i,j�
3 ,k

S1,l = f1V�i,j�
3 ,k

S1,l + f2V�i,j�
3 ,k

S1,l �15b�

fV�i,j�
4 ,k

S1,l = f1V�i,j�
4 ,k

S1,l + f2V�i,j�
4 ,k

S1,l �15c�

Using the following relationship, the functions f
V�i,j�

n� ,k

S1,l �n=1–4�

can be deduced:

f
V�i,j�

1� ,k

S1,l = fV�i−1,j�
3 ,k

S1,l , f
V�i,j�

2� ,k

S1,l = fV�i,j+1�
4 ,k

S1,l , f
V�i,j�

3� ,k

S1,l = fV�i+1,j�
1 ,k

S1,l , f
V�i,j�

4� ,k

S1,l

= fV�i,j−1�
2 ,k

S1,l �16�

Thus, substitution of Eqs. �10�, �15�, and �16� into Eq. �8� gives

�V�i,j�S1,l�k.
Deductions of the other RTCs �V�i,j�S3,l�k, �V�i,j�S4,m�k,

�V�i,j�V�l,m��k, and �V�i,j�S��k are similar to the above, and for sim-
plicity, the detailed deductions are not given here.

5.2 Deduction of the RTCs for the Black Surroundings
Versus Other Elements. As shown in Fig. 1, the radiative energy
emitted by the black surroundings S�1 and S�3 with the length of
L2 and the whole S�2 can pass through S2 and is absorbed by all
the control volumes and inner surfaces of all the surface elements.
So, the RTCs �S�aV�i,j��k and �S�aSb,l�k �where a=1–3 and b=1,
3, and 4� should be solved.

Function qS�a,k
S2,I is defined as the radiative energy arriving at S2,I

and emitted by S�a at the kth spectral band over the whole hemi-
spherical space, and according to the principles of radiative heat
transfer, the expression of qS�a,k

S2,I can be obtained. For example, for
S�2, we have

qS�2,k
S2,I =

2�T�2
4

	
�

0

L1+�I−1��x

dx�
0

	/2

d
�
arctg�x/L2 cos 
�

arctg��x+�x�/L2 cos 
�

�cos � sin �d�

+
2�T�2

4

	
�

0

L3+Hx−�I−1��x

dx�
0

	/2

d
�
arctg�x/L2 cos 
�

arctg��x+�x�/L2 cos 
�

�cos � sin �d�

+
4�T�2

4

	
�

0

�x

dx�
0

	/2

d
�
0

arctg�x/L2 cos 
�

cos � sin �d�

�17�

For simplicity, the expressions of qS�1,k
S2,I and qS�3,k

S2,I are not given
here.

Part �sh,k �=1−�sh,k, transmittivity� of the radiative energy
qS�a,k

S2,I transmits S2,I and enters the rectangular medium. Then, the

function f
S2,I

V�i,j� is used to trace the transmitted energy to get the part

absorbed by V�i,j�, and then adding up all the part of the energy
absorbed by V�i,j�, we can solve the RTC �S�aV�i,j��k. Therefore,
analyzing as above, we have
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�S�aV�i,j��k = �
I=1

M

qS�a,k
S2,I �sh,kfS2,I

V�i,j� �a = 1 – 3� �18�

The function f
S2,I

V�i,j� is the REQTFSE. Its expression is similar to

Eq. �12� and, for simplicity, not given here.
In addition, the RTC �S�aSb,l�k can be expressed as

�S�aSb,l�k = �
I=1

M

qS�a,k
S2,I �sh,kfS2,I

Sb,l �a = 1 – 3 and b = 1, 3, and 4�

�19�

where fS2,I

Sb,l is the REQTFSE, as shown in Eq. �12�.

5.3 Reciprocity and Integrality Relationships of the RTCs
.

5.3.1 Reciprocity Relationships of the RTCs. In our calcula-
tion, we validate the following reciprocity and integrality relation-
ships of the RTCs. The RTCs have the following reciprocity rela-
tionships:

�1� reciprocity relationships for control volume versus control
volume, control volume versus black surface element, and
black surface element versus black surface element

�V�i,j�V�l,m��k = �V�l,m�V�i,j��k, �S1,jV�i,j��k

= �V�i,j�S1,j�k, �S1,jS3,J�k = �S3,JS1,j�k

�20a�

�S4,iV�i,j��k = �V�i,j�S4,i�k, �S3,jS4,i�k

= �S4,iS3,j�k, �S3,jV�i,j��k = �V�i,j�S3,j�k

�S1,jS4,i�k = �S4,iS1,j�k

�2� reciprocity relationships for control volumes versus black
surroundings and black surface elements versus black sur-
roundings

�hs,k

�sh,k
�
a=1

3

�S�aV�i,j��k = �V�i,j�S��k,
�hs,k

�sh,k
�
a=1

3

�S� aSb,i�k

= �Sb,iS��k �b = 1,3,4� �20b�

Equation �20b� is a very interesting relationship, which is quite
different from the 1D case. Equation �20b� makes the reciprocity
relationships of the RTCs of the RTNAM more consummate in
theory.

5.3.2 Integrality Relationships of the RTCs. The RTCs have
the following integrality relationships:

�
l=1

M

�
m=1

N

�V�i,j�V�l,m��k + �
j=1

N

��V�i,j�S1,j�k + �V�i,j�S3,j�k�

+ �
i=1

M

�V�i,j�S4,i�k + �V�i,j�S��k = 4	�k�x�y �21a�

�
l=1

M

�
m=1

N

�S1,jV�l,m��k+�
i=1

M

�S1,jS4,i�k + �
J=1

N

��S1,jS1,J�k + �S1,jS3,J�k�

+ �S1,jS��k = 	�y �21b�

�
l=1

M

�
m=1

N

�S3,jV�l,m��k + �
i=1

M

�S3,jS4,i�k + �
J=1

N

��S3,jS3,J�k + �S3,jS1,J�k�

+ �S3,jS��k = 	�y �21c�

�
l=1

M

�
m=1

N

�S4,iV�l,m��k+�
j=1

N

��S4,iS1,j�k + �S4,iS3,j�k� + �
I=1

M

�S4,iS4,I�k

+ �S4,iS��k = 	�x �21d�

�
l=1

M

�
m=1

N

�S�aV�l,m��k+�
j=1

N

��S�aS1,j�k + �S�aS3,j�k� + �
I=1

M

�S�aS4,I�k

= �
I=1

M

qS�a,k
S2,I �sh,k �a = 1 – 3� �21e�

In Eq. �21e�, the term qS�a,k
S2,I is the radiative energy arriving at S2,I

and emitted by S�a �a=1–3�, as shown in Eq. �17�.

5.3.3 Validation of the Reciprocity and Integrality Relation-
ships for the RTCs. Equations �20� and �21� are used to validate
the correctness of the RTCs. In the following, we use an example
to validate these relationships. The parameters used are Hx=Hy
=0.5 m, M =N=11, �=0.5 m−1, n=2, and Li=1 �i=1–4�. The
medium is supposed to be gray, and for the gray medium, sub-
script k is omitted.

The results of the validation for the reciprocity relationships of
the RTCs are shown in Tables 1 and 2. As shown in the two tables,
the relative errors are very small. Therefore, Eq. �20� is correct.

The integrality relationships of the RTCs, Eq. �21�, are also
well satisfied. For example, for control volume V�3,5�, the value of
the term on the left-hand side of Eq. �21a� is 0.01298179, and the
value of the term on the right-hand side is 4	��x�y
=0.01298179.

6 Determination of the RTCs Considering Isotropic
Scattering

6.1 Normalization of the RTCs Without Considering
Scattering. For absorbing and isotropically scattering media, a
part of the radiative energy represented by RTCs without consid-
ering scattering, such as �V�i,j�V�l,m��k, etc., is absorbed, and the
rest is scattered. According to the physical mechanism of radiative
transfer in scattering media, the part of the radiative energy scat-
tered by control volumes must be redistributed. Before that, the
RTCs for the absorbing media deduced above should be normal-
ized according to Eq. �21�. That is,

�V�i,j�A�k
� = �V�i,j�A�k/�4�k�x�y�

�Su,jA�k
� = �Su,jA�k/�	�y� �u = 1 or 3�

�22�
�S4,mA�k

� = �S4,mA�k/�	�x�

Table 1 Reciprocity relationships for control volume versus
control volume, control volume versus black surface element,
and black surface element versus black surface element

RTC a RTC b

Relative error:
a − b

a
�%�

1 �V�5,9�V�6,3��=0.00001279 �V�6,3�V�5,9��=0.00001279 0.000
2 �S1,5V�4,6��=0.00051663 �V�4,6�S1,5�=0.00051672 �0.016
3 �S3,4V�7,6��=0.00035734 �V�7,6�S3,4�=0.00035729 �0.014
4 �S1,3S3,5�=0.00480056 �S3,5S1,3�=0.00480055 0.000
5 �S4,5V�7,8��=0.00028290 �V�7,8�S4,5�=0.00028280 0.036
6 �S3,9S4,7�=0.00350465 �S4,7S3,9�=0.00350463 0.000
7 �S1,2S4,5�=0.00433689 �S4,5S1,2�=0.00433682 0.002
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�S�aB�k
� = �S�aB�k/��

I=1

M

qS�a,k
S2,I �sh,k� �a = 1,2, or 3�

where the asterisk denotes normalized RTCs, A represents the
elements Sv,m ��=1, 3, or 4�, V�l,m�, and S�, and B represents the
elements Sv,m ��=1, 3, or 4� and V�l,m�. The value of each normal-
ized RTC is greater than zero and less than 1. From Eq. �22�, we
can see that the normalization of the RTC �S�aB�k is quite differ-
ent from that of the 1D case.

6.2 Determination of the RTCs Considering Isotropic
Scattering. The RTC �V�i,j�S��k is taken as an example to illus-
trate the deductive process. For convenience, in the following, the
subscript k is omitted, and subscript a and A are introduced to
denote the absorption quotient. Notice that only the medium scat-
ters radiation and the surfaces do not. Isotropic scattering effects
can be considered as follows.

�1� At first, the energy quotient directly absorbed by S� to that
emitted by V�i,j� is

�V�i,j�S��a
�1st = �V�i,j�S��� �23�

�2� After the first tracing of the scattered energy, the energy
quotient scattered by all control volumes to that emitted by
V�i,j� is �l1=1

M �m1=1
N �V�i,j�V�l1,m1����, which is homoge-

neously distributed over the whole spherical space and can
be considered equivalent to that isotropically emitted by the
control volume V�l1,m1�. This tracing of the scattered energy
causes the portion

�V�i,j�S��A
�1st = �

l1=1

M

�
m1=1

N

�V�i,j�V�l1,m1�����V�l1,m1�S���

�24�

to be absorbed by S�

�V�i,j�S��a
�2nd = �V�i,j�S��a

�1st + �V�i,j�S��A
�1st �25�

�3� Part
�l2=1

M �m2=1
N ��V�i,j�V�l2,m2�����l1=1

M �m1=1
N �V�l2,m2�V�l1,m1�����

of the scattered energy �l1=1
M �m1=1

N �V�i,j�V�l1,m1����, derived
in step �2�, is scattered again, which causes some of the
radiative energy, emitted by V�i,j�, to be absorbed by S�

once more. Thus, the second tracing of the scattered energy
causes the portion

�V�i,j�S��A
�2nd = �

l2=1

M

�
m2=1

N 	�V�i,j�V�l2,m2�����
l1=1

M

�
m1=1

N

�V�l2,m2�

�V�l1,m1�����V�l1,m1�S���
 �26a�

to be absorbed by S�. Equation �26a� can be rewritten as

�V�i,j�S��A
�2nd = �

l2=1

M

�
m2=1

N

��V�i,j�V�l2,m2�����V�l2,m2�S��A
�1st�

�26b�

where �V�l2,m2�S��A
�1st can be calculated form Eq. �24� by replacing

V�i,j� with V�l2,m2�. Therefore, after the second tracing of the scat-
tered energy, we have

�V�i,j�S��a
�3rd = �V�i,j�S��a

�2nd + �V�i,j�S��A
�2nd �27�

�4� The scattered energy �l2=1
M �m2=1

N ��V�i,j�

V�l2,m2�����l1=1
M �m1=1

N �V�l2,m2�V�l1,m1�����, derived in step
�3�, will be scattered again, which causes part of the radia-
tive energy to be absorbed by S� for the third tracing of the
scattered energy.

�5� The rest are deduced by analogy, and after the �n−1�th
tracing of the scattered energy, if all the control volumes
satisfy the following inequality

�1 − �
m=1

N

��V�i,j�S1,m�a
�nth + �V�i,j�S3,m�a

�nth� − �
l=1

M

�V�i,j�S4,l�a
�nth

− �V�i,j�S��a
�nth − �

l=1

M

�
m=1

N

�V�i,j�V�l,m��a
�nth� � 10−6 �28�

the calculation is finished. Then, we have

�V�i,j�S��a
�nth = �V�i,j�S��a

��n−1�th + �V�i,j�S��A
��n−1�th

�29a�

where

Table 2 Reciprocity relationships for control volumes versus black environment and black surface elements versus black
environment

RTC of black environment versus other elements Value A Value B

Relative error:
A − B

A
�%�

1

�S�1S1,5� �S�2S1,5� �S�3S1,5�
�hs

�sh
�

a=1

3

�S�aS1,5��S1,5S��
0.00252512 0.01783137 0.00255812 0.00572866 0.00572637 0.040

2

�S�1S3,8� �S�2S3,8� �S�3S3,8�
�hs

�sh
�

a=1

3

�S�aS3,8��S3,8S��
0.00370446 0.02747183 0.00414014 0.00882911 0.00882562 0.040

3

�S�1S4,7� �S�2S4,7� �S�3S4,7�
�hs

�sh
�

a=1

3

�S�aS4,7��S4,7S��
0.00262120 0.02539136 0.00284198 0.00493673 0.00493657 0.003

4

�S�1V�5,8�� �S�2V�5,8�� �S�3V�5,8��
�hs

�sh
�

a=1

3

�S�aV�5,8���V�5,8�S��
0.00034035 0.00232269 0.00032116 0.00074605 0.00074575 0.040
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�V�i,j�S��A
��n−1�th = �

ln−1=1

M

�
mn−1=1

N

��V�i,j�V�ln−1,mn−1���

���V�ln−1,mn−1�S��A
��n−2�th� �29b�

From Eq. �29b�, we can see that �V�i,j�S��A
��n−1�th can be iteratively

calculated.
Finally, �V�i,j�S�� can be calculated from the inverse calculation:

�V�i,j�S�� = 4��1 − ���x�y�V�i,j�S��a
�nth �30�

The deduction of the other isotropic scattering RTCs is similar to
above.

7 Solution to the Temperature Field
As we know, the radiative source term and opaque boundary

condition are nonlinear functions of temperatures at all nodes, as
shown in Eqs. �3�–�5�, �6a�, and �6b�, so we should first linearize
them using Patankar’s linearization method. Readers can refer to
Ref. �35� to get more details about the linearization of the radia-
tive source term and opaque boundary condition, and for simplic-
ity, we do not discuss it here.

In this paper, the additional source method is used to eliminate
the unknown temperatures at boundary nodes �35�. Moreover, the
ADI method is used to solve the linearized equations. Readers can
refer to Ref. �35� for more information about the numerical
method of this paper.

8 Results and Discussion
Using the Intel FORTRAN compiler, the following calculation has

been performed on a Dell PowerEdge 2900 server, 1.6 GHz dual-
core processor with 8 Gbyte random access memory �RAM�,
which is installed with a Linux operating system.

In the following, the steady state is supposed to be reached
when the temperatures of all nodes between the mth and �m
+1�th steps satisfy �T�i,j�

m+1−T�i,j�
m ��10−4. For the mth time step, if

the temperatures of all nodes between the nth iteration calculation
and the �n+1�th one satisfy �T�i,j�

m,n+1−T�i,j�
m,n ��10−4, the convergent

solution is reached.

8.1 Validation of This Paper. We cannot compare our results
with other published data to validate the correctness of this paper
because we have not found a physical model similar to ours. Thus,
we mainly validate the correctness of the radiative heat transfer
model developed in this paper from the following two aspects.
First, the RTCs satisfy the reciprocity and integrality relationships,
as shown in Eqs. �20� and �21�, which proves that the RTCs are
correct. Second, supposing the length along the x-axis direction of
the rectangular medium is much bigger than that along the y-axis
direction, the 2D physical model can be approximately simplified
as a 1D one; therefore, the results of this paper can be compared
with those of the 1D physical model of our own to validate the
correctness of the 2D physical model developed in this paper.

The calculating parameters are Lr=1 m, Tr=1000 K, T0
=1000 K, Hx

�=12, Hy
�=1, M �N=69�30, N�=0.3, n=2, �

=2 m−1, �=0.95, L1=L2=L3=L4=10−3 m, Tgi=1000 K �i
=1–4�, T�2=1500 K, T�1=T�3=T�4=1000 K, h1=h2 /2=h3

=h4=100 W m−2 K−1, �t1
�=0.002, �t2

�=0.007, and �t3
�=1, and

the medium is supposed to be gray. The length of the rectangular
medium along the x-axis direction is 12 times bigger than that
along the y-axis direction, so the 2D physical model is approxi-
mately simplified to a 1D one. The results are shown in Fig. 2.
The solid lines are the results of the 2D physical model approxi-
mately simplified to a 1D one, and the dashed lines are the results
of our former precise 1D model. From the figure, we can see that
the temperature distributions along the centerline x�=6 agree very

well with those of the 1D model. This partially proves that the 2D
radiative heat transfer model with a semitransparent and diffuse
surface developed by the RTNAM is correct.

8.2 Transient Cooling of the Rectangular Medium. The
calculating parameters are taken as �=0.9, Lr=1 m, Tr

=1000 K, T0=1500 K, N�=0.1, n=1.5, �=1 m−1, H
x
*=1.2, H

y
*

=1, T�1=T�3=T�4=1500 K, T�2=500 K, h1=h2=h3=h4
=100 W m−2 K−1, Tgi=1500 K, and Li

�=2 �i=1–4�. The me-
dium is supposed to be gray. From the calculating parameters, we
can see that the 2D rectangular medium is cooled by the S�2
having a lower temperature.

In the following simulation, we just give transient results at t1
�

=0.03, t2
�=0.1, and steady state. The time steps are chosen as

�t1
�=0.006, �t2

�=0.002, and �t3
�=10. With the above calculating

parameters, the temperature distribution is shown in Fig. 3. In Fig.
3�c�, the solid lines, dashed lines, and dotted lines correspond to
M �N=47�43, M �N=59�55, and M �N=37�33, respec-
tively, and as shown in the figure the three sorts of lines are almost
superposed with each other, which means that the results of the
three kinds of mesh division are almost the same. So, in the fol-
lowing we chose M �N=47�43 to determine the meshes, and
with this mesh division the calculating time for Figs. 3�a� and 3�b�
is about 47 h.

As a result of the semitransparent surface S2, the inner regions
of media can exchange radiative energy with S�2 through S2. As
shown in Fig. 3, at the beginning of the transients, S1, S3, and S4
are cooled more rapidly than the inner regions because they have
a higher emissivity, and the extinction coefficient is small so that
in the medium the attenuation of thermal radiation emitted from
the three inner surfaces becomes very weak. As a result, the tem-
perature profile is concave downward. The closer to S2 the regions
are, the stronger the radiative cooling effect of the regions is, and
the lower the temperatures therein are. In addition, the convective
heating of the surrounding fluid on S2 causes the temperatures of
S2 to rise. Therefore, maximum temperatures appear in the me-
dium. The boundary conditions at S2 and S4 are different, as
shown in Eqs. �4� and �7�. Heat conduction at S2 has a significant
effect on temperature distributions of the medium. At steady state,
S4 has the lowest temperature because it is furthest away from S2,
and the convective heating coupled with conduction at S2 has the
smallest effect on S4.

8.3 Effect of Scattering Albedo on Temperature
Distributions. Keeping the other parameters of Fig. 3 unchanged,
effects of �=0.98 on temperature distributions are shown in Fig.
4. The absorption coefficient decreases when the scattering albedo
increases, which weakens the emitting ability of the medium.
Therefore, at the beginning of the transients, the radiative cooling
of the central regions of the medium slows down. The weakened
cooling of the regions close to S2 increases the temperature of S2.

Fig. 2 Validation of this paper
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The radiative energy emitted by the inner surfaces of the three
black surfaces and transferred to S� includes two parts: One is
directly transferred to S�, and the other is transferred to S� by
scattering. The increase in scattering albedo intensifies the radia-
tive cooling effect of S� on S1, S3, and S4 caused by scattering.
The calculating time is about 48 h.

8.4 Effects of Conduction-Radiation Parameter on Tem-
perature Distributions. Keeping the other parameters of Fig. 3
unchanged, the effects of N�=1 on temperature distributions are
shown in Fig. 5. The heat transfer ability of the medium is inten-
sified as the conduction-radiation parameter increases. Therefore,
the temperatures distribute more homogeneously in the medium,
and the temperature profiles of the medium close to the three
black surfaces are not steep any more. The calculating time is
about 48 h.

9 Conclusions
This paper studies 2D transient coupled heat transfer in a rect-

angular isotropic scattering medium using the RTNAM. The rect-
angular medium has one semitransparent and diffusely reflecting
boundary, and the other three boundaries are opaque and black.
Radiative energy will be reflected and transmitted by the semi-
transparent boundary, which makes this problem complex, and a

proper method is developed here to solve this problem; that is, the
radiative energy reflected and transmitted by the semitransparent
boundary is successfully traced. The diffuse reflectivity of the
semitransparent surface is determined by assuming that each bit of
roughness acts as a smooth facet so that Fresnel’s reflective law
and Snell’s refractive law can be used.

Transient differential energy equation is discretized using the
fully implicit finite difference method. The effect of thermal ra-
diation on heat transfer is considered as a radiative source term
expressed by the RTCs. For the RTCs without considering scat-
tering, the integrality and reciprocity relationships of this 2D
physical model are found, which are quite different from those of
the 1D physical model. The RTCs without considering scattering
are normalized according to their integrality relationships, and
then the normalized RTCs are used to trace the radiative energy
scattered by the medium. Finally, the RTCs considering isotropic
scattering are solved through reverse calculation. Patankar’s lin-
earization method is used to linearize the radiative source term
and the opaque boundary conditions, and the boundary conditions

Fig. 3 Transient cooling of the rectangular medium: „a… t1
�

=0.03 and steady state and „b… t2
� =0.1. „c… Temperature distribu-

tions along vertical centerline.

Fig. 4 Effect of scattering albedo on temperature distribu-
tions: „a… t1

� =0.03 and steady state and „b… t2
� =0.1

Fig. 5 Effects of conduction-radiation parameter on tempera-
ture distributions
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are dealt with an additional source term method. The ADI method
is applied to solve the nominal linear equations to obtain the tem-
perature distributions within the medium. The correctness of this
paper is validated.

The effects of scattering albedo and conduction-radiation pa-
rameter on temperature distributions are investigated. From the
above analysis, we can draw the following conclusions:

�1� When the extinction coefficient is so small, the increase in
scattering albedo can intensify the cooling of the three
black surfaces of the rectangular medium.

�2� When the conduction-radiation parameter increases, the
temperature distributions within the medium become more
homogeneous, and the temperature profiles within the me-
dium close to the three black surfaces are not steep any
more.
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Nomenclature
Ak,T � ���k

I�,b�T�d� / ��T4�, where I�,b�T� Planck’s
law � is the wavelength and subscript k means
the kth spectral band

Hx � length of the rectangular medium �Fig. 1�, m
Hx

� � dimensionless length of the rectangular me-
dium, Hx /Lr

Hy � width of the rectangular medium �Fig. 1�, m
Hy

� � dimensionless width of the rectangular me-
dium, Hy /Lr

hi � convective heat transfer coefficients at surfaces
Si, where i=1–4, W m−2 K−1

�i , j� � node in medium, where i and j are the integral
coordinates of each node along the x and y
directions �Fig. 1�, respectively

k � thermal conductivity of the medium,
W m−1 K−1

Li � distance form surface Si to black surrounding
surface S�i, where i=1–4, m

Lr � reference distance, m
M � integer parameter, used to divide Hx into M

equal parts
N � integer parameter, used to divide Hy into N

equal parts
N� � conduction-radiation parameter of medium,

k / �4�Tr
3Lr�

n � refractive index of the medium nth interface of
control volume

NB � total number of spectral bands
S�i � black surface representing the surroundings

�Fig. 1�, where i=1–4
S� � enclosed black surroundings composed of S�1,

S�2, S�3, and S�4
Si � boundary surface �Fig. 1�, where i=1–4

Si,j � boundary node j on surface Si
T � absolute temperature, K

T0 � uniform initial temperature, K
Tr � reference temperature, K
T� � dimensionless temperature, T /Tr

TSi,j � temperature of boundary node j on surface Si,
where i=1–4, K

T�i � temperature of black surrounding surface S�i
�Fig. 1�, where i=1–4, K

Tgi � gas temperature for convection at surface Si,
where i=1–4, K

ti � ith physical time, s
t
i
*

� ith dimensionless time, 4�Tr
3ti / ��cLr�

V�i,j� � control volume corresponding to node �i , j�
V�i,j�

n
� outside of interface n of V�i,j�, where n=1–4

V�i,j�
n�

� inside of interface n of V�i,j�, where n=1–4
x � x coordinate, m

x� � dimensionless coordinate, x /Lr
y � y coordinate, m

y� � dimensionless coordinate, y /Lr
�x � length of each control volume, Hx /M, m
�y � width of each control volume, Hy /N, m
�ti � interval for time ti, s
�ti

�
� dimensionless time interval for time ti

�

Greek Letters
�k � kth spectral band absorption coefficient of me-

dium, m−1

�k � kth spectral band diffuse transmittivity, 1−�k
�k � kth spectral band extinction coefficient of me-

dium, �k=�k+�k, m−1

�k � kth spectral band diffuse reflectivity
�c � specific heat capacity of medium, J m−3 K−1

� � Stefan–Boltzmann constant,
5.6696�10−8 W m−2 K−4

�k � kth spectral band scattering coefficient of me-
dium, m−1

�k � kth spectral band scattering albedo of medium,
�k /�k
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Thermohydraulic Study of a Flat
Plate Heat Pipe by Means of
Confocal Microscopy: Application
to a 2D Capillary Structure
Thermal and hydrodynamic experimental results of a flat plate heat pipe (FPHP) are
presented. The capillary structure is made of crossed grooves machined in a copper plate.
The shape of the liquid-vapor interface in this type of capillary structure—that can also
be viewed as an array of posts—is studied theoretically and experimentally. A confocal
microscope is used to visualize the liquid-vapor interface and thus the capillary pressure
field in the system. These hydrodynamic measurements, coupled to temperature measure-
ments on the FPHP wall, are used to estimate the permeability and the equivalent ther-
mal conductivity of the capillary structure filled with methanol or FC72. These param-
eters are obtained from a comparison between the experimental data and an analytical
model. Finally, the model is used to compare the draining capability of crossed grooves
with that of longitudinal grooves. �DOI: 10.1115/1.4001930�

Keywords: flat plate heat pipe, crossed grooves, 2D capillary structure, confocal
microscopy, meniscus

1 Introduction
Thermal management of high heat flux devices is an important

issue for a number of industrial applications. For instance, local
hot spots in electronic components can reduce their life time and
thus high efficiency cooling systems are required. Flat plate heat
pipes �FPHPs� are passive devices that are able to transfer high
heat fluxes with small temperature gradients. They are particularly
adapted for the cooling of electronic components �1� and are in-
creasingly used in notebook PCs �2�. They can also be used in
others applications such as the cooling of fuel cells �3,4�.

Thermal and hydrodynamic performance of FPHP depend on
the system geometry and, particularly, on the capillary structure
geometry. The most studied capillary structures are made of lon-
gitudinal grooves. In this configuration, the liquid flow is 1D and,
thus, heat sources and heat sinks have to be well located otherwise
some grooves cannot be useful. Few papers deal with capillary
structures made of crossed grooves. However, crossed grooves are
well adapted to electronic cooling because electronic components
can be located anywhere on the system due 2D liquid flows inside
the capillary structure.

Shen et al. �5� tested a silicon FPHP with crossed grooves ma-
chined with a diamond saw. Their width and depth are both equal
to 75 �m. Benson et al. �6� studied a FPHP with crossed grooves
of same dimensions and a wick structure made of crosses realized
by deep plasma etching technique. Gromoll �7� realized a FPHP
with an original capillary structure that consists of pyramids with
a height of 320 �m. Avenas et al. �8� machined a FPHP with
crossed grooves by plasma etching. Grooves are 80 �m wide and
100 �m deep. Ivanova et al. �9� tested a circular FPHP where the
capillary structure is made of radial grooves connected in the cen-
ter by small hexagonal posts.

FPHP tested in Refs. �5–9� are made of silicon. These studies
are limited to temperature measurements, obtained by IR ther-

mography �8,9� or by local temperature measurements under heat
sink and heat source �5–7�. Lefèvre et al. �10� tested a silicon
capillary structure similar to that of Ivanova et al. �9�. Radial
grooves are connected in the center of the FPHP by small square
posts. They measured both the temperature field from the center to
the periphery of the FPHP by means of nine thermocouples and
the meniscus curvature radii in the grooves by means of confocal
microscopy. The confocal microscope was not useful to visualize
the crossed grooves in the center because the pins were too small.
This experimental technique was already used in Refs. �3,4� to
validate hydrodynamic and thermal models of FPHP made of lon-
gitudinal grooves or to understand the effects of the filling ratio
and the vapor space height on the performance of a FPHP �11�.

Numerical models for longitudinal grooves are based on
Young–Laplace law and on the balance equations �3,4,9,12–14�. A
similar approach is not possible for 2D capillary structure because
the liquid-vapor interface has a 3D shape. Thus, numerical models
of this type of capillary structure are based on Darcy’s law and on
the balance equations. Huang and Liu �15� and Qin and Liu �16�
developed an analytical model based on the Darcy’s law to calcu-
late both the pressure and the velocity fields in the capillary struc-
ture of a FPHP with several heat sources and heat sinks. Zhu and
Vafai �17� and Zuo and North �18� presented numerical models
based on the same laws. In 2006, Lefèvre and Lallemand �19�
improved the analytical model of Qin and Liu �16� by taking into
account the 2D vapor flow inside the FPHP and the 3D tempera-
ture field in the wall. The capillary structure is assumed to be a
porous medium, whose characteristics are the permeability and
the equivalent thermal conductivity. This model has been vali-
dated in 2008 by Revellin et al. �20� with the experimental results
of a FPHP with longitudinal grooves tested by Rullière et al. �3�.
Nevertheless, the experimental results presented in literature are
not sufficient to validate this model in 2D conditions.

In this paper, we present an experimental study of a copper
FPHP with a capillary structure made of crossed grooves. The
shape of the liquid-vapor interface is theoretically studied and
measured by confocal microscopy. Thermocouples are located on
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the surface to measure the 2D temperature field. The experimental
results are compared with the analytical model of Lefèvre and
Lallemand �19�.

2 Experimental Set-Up
The experimental set-up is based on an experimental test bench

already presented in previous papers �3,10,11,21�. The FPHP is
realized by sealing a transparent plate on the capillary structure to
allow confocal microscopy measurements. The capillary structure,
of dimensions 72�68 mm2, is shown in Fig. 1. It is made of
85�90 crossed microgrooves, machined in a copper plate. Each
groove has a square cross-section �400�400 �m2�. The distance
between two grooves is equal to 400 �m. The wall thickness
under the grooves is equal to 2.6 mm.

The vapor space thickness hv is equal to 1.6 mm. A filling
copper pipe closed by a valve is sealed on the copper plate at the
level of the condenser. The heat source is located on the copper
wall. It is a thick resistor film of dimensions 20�20 mm2 sup-
plied by a dc power supply. Its resistance is approximately equal
to 0.2 �. Electric power is obtained by measuring the voltage
drop across the heating resistor and the current by means of a
calibrated resistance. Thus, the uncertainty due to the power mea-
surement is negligible. The heat sink is a water heat exchanger of
dimensions 15�72 mm2. The water flow rate is constant and the
inlet temperature is controlled by means of a thermostatic bath.
Two series of nine calibrated thermistors �uncertainty lower than
0.2 K� are located along the FPHP wall. They are fixed with silver
lacquer in small grooves that were machined in the wall in order
to reduce the contact resistance �Fig. 2�. The value of their resis-
tance is recorded by a Keithley 2700 multimeter.

The FPHP is thermally insulated during thermal tests. Before
thermal tests, the FPHP has to be degassed and filled. In order to
promote surface wetting, the copper plate is first cleaned. The
FPHP and the working fluid are degassed carefully to eliminate
the noncondensable gases. The method of evacuating the noncon-
densable gases from the working fluid is based on the fluid solidi-
fication under vacuum. The fluid contained in a heated vessel
vaporizes, releases noncondensable gases and solidifies in a sec-
ond vessel dipped into liquid nitrogen. The noncondensable gases
are evacuated by vacuum pumps. The FPHP is degassed by heat-
ing during vacuum pumping at 10−5 mbar.

A confocal microscope is used to measure the meniscus curva-
ture radius in the grooves, the FPHP being in horizontal orienta-
tion. The confocal microscope is a STIL Micromesure 2 system.
The optical sensor has a nominal measuring range of 350 �m.
The working distance is about 13 mm. The maximum measuring
angle for specular reflection is equal to 27.4 deg. The optical
sensor velocity is about 1 mm s−1, which is fast enough for not
thermally disturbing the measurement. More details about the use
of confocal microscopy for the study of FPHP are available in
Refs. �3,10,11,21�.

3 Shape of the Liquid-Vapor Interface in Crossed
Grooves

The shape of the liquid-vapor interface has a huge impact on
the thermal and hydrodynamic performance of FPHP. Indeed, the
cross-section of the liquid channel and the capillary pressure in
each point of the system depend on this shape. The thermal resis-
tance of the FPHP is also directly linked to the liquid film thick-
ness in the capillary structure. In longitudinal grooves, the shape
of the liquid-vapor interface can be considered as locally cylindri-
cal. This is not the case in crossed grooves and a specific study is
required to determine the properties of the menisci in this configu-
ration. In this section, a theoretical analysis of the shape of the
liquid-vapor interface in crossed grooves is presented.

3.1 Liquid-Vapor Interface Modeling: Theoretical Value
of the Maximum Capillary Pressure. The vapor and liquid pres-
sures �respectively, Pv and Pl� are linked to the surface curvature
H by the Young–Laplace equation.

Pcap = Pv − Pl = 2�H �1�

where Pcap is the capillary pressure and � is the surface tension of
the fluid.

The maximum capillary pressure that a capillary structure can
sustain depends on the maximum curvature of the liquid-vapor

Fig. 1 Schematic of the capillary structure

Fig. 2 Thermistor location on the copper plate
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interface. It is an important parameter for FPHP operation because
it is linked to the maximum heat flux that the system can transfer
before the evaporator dries out. In longitudinal grooves, the
liquid-vapor interface can be determined by only one curvature
radius. Assuming that the cross-section of the interface is a circle,
the maximum interface curvature is given by simple geometric
considerations.

Hmax =
cos �

lg
�2�

where � is the liquid-wall contact angle and lg is the groove width.
For crossed grooves, the calculation of the maximum interface

curvature is not simple because the shape of the interface is 3D.
Thus, a model of the liquid-vapor interface has to be developed in
this configuration.

The liquid is assumed to be in equilibrium with the vapor and
motionless. Gravitational forces are neglected. Thus, the shape of
the liquid-vapor interface is only due to capillary forces. In these
conditions, the surface curvature is constant and can be expressed
in cartesian coordinates as

H =
�1 + � �z

�y
�2�� �2z

�x2� − 2� �z

�x
�� �z

�y
�� �2z

�x � y
� + �1 + � �z

�x
�2�� �2z

�y2�
2�1 + � �z

�x
�2

+ � �z

�y
�2�3/2 �3�

where x and y are the coordinates in the plane of the capillary
structure �Fig. 2�. H depends on the amount of liquid in the
grooves. It can be either positive or negative. In this last case, the
volume of liquid is greater than that of the grooves.

Equation �3� can be rewritten as

2HA1 = A2� �2z

�x2� + A3 + A4� �2z

�y2� �4�

with A1= �1+ ��z /�x�2+ ��z /�y�2�3/2, A2=1+ ��z /�y�2, A3=
−2��z /�x���z /�y���2z /�x�y�, and A4=1+ ��z /�x�2.

The surface is calculated using a rectangular mesh with a vari-
able step-size discretization �Fig. 3�. Using the finite-difference
method and notations defined in Fig. 3, it is possible to express the
coordinate zi,j of a point as a function of its neighbors for a given
surface curvature H.

zi,j =

A2� zi+1,j + zi−1,j

�xi+1/2�xi−1/2
� + A3 + A4� zi,j+1 + zi,j−1

�yj+1/2�yj−1/2
� − 2HA1

� 2A2

�xi+1/2�xi−1/2
+

2A4

�yj+1/2�yj−1/2
�

�5�
The central finite-difference scheme is used to calculate the

derivatives in parameters A1–A4.
We consider symmetric boundary conditions at the symmetry

axis of the capillary structure. At the junction between the wall
and the meniscus, the boundary condition depends on the angle �
between the meniscus and the vertical wall �x-z or y-z plane�. For
low H, the meniscus is hung to the top of the posts and � can be

different from the liquid-wall contact angle �. For high values of
H, this condition is not verified on all the edge and a part of the
meniscus moves locally downward the vertical wall. For this part
of the meniscus, � is supposed to be equal to �. When � is equal
to � all over the liquid-wall junction, the maximum value of the
curvature Hmax is reached, which corresponds to the maximum
capillary pressure.

As Eq. �5� is not linear, an iterative method is used. The inter-
face is supposed to be plain initially. At each step, the new coor-
dinates of the surface are calculated and boundary conditions on
the edge are modified by calculating the new value of �, which
depends on the surface shape calculated with Eq. �5�.

	cos �	 =


 �z

�y



�1 + � �z

�x
�2

+ � �z

�y
�2

�6�

Iterations are stopped when the maximum relative difference
between the desired and calculated surface curvature is lower than
10−3.

Figure 4 presents the calculated shape for the capillary structure
presented in Sec. 2 and for two surface curvatures H=1700 m−1

and H=2000 m−1. The contact angle � is equal to 30 deg. The
liquid-vapor interface has a saddle shape. Case �a� corresponds to
the maximal surface curvature for which the meniscus remains
attached to the edge of the posts. Case �b� corresponds to the
surface curvature Hmax for which the capillary pressure is maxi-
mum. In that case, the meniscus is attached to the top of the posts
at a single point located in the middle of the edge. The difference
of capillary pressure between case �a� and case �b� is equal to
15%, which is not negligible.

For a given capillary structure, the maximum surface curvature
depends on the liquid wall contact angle. Figure 5 presents the
maximum surface curvature as a function of � for crossed grooves
and longitudinal grooves of same cross-section. The maximum
surface curvatures are very close whatever the contact angle. As a
result, we can conclude that the maximum capillary pressure in
crossed grooves is similar to that in longitudinal grooves.

3.2 Experimental Visualization. Confocal microscopy is
used to measure the liquid-vapor interface in the capillary struc-
ture �Fig. 6�. The top of the pins is not homogeneous because of
the copper roughness. The liquid-vapor interface is smoother and
has a saddle shape, very close to that simulated numerically.

As the measure of the confocal microscope is punctual, the
surface measurement is obtained by moving the FPHP with aFig. 3 Scheme of the variable step-size
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motorized table in x and y directions. The acquisition time de-
pends on the size of the surface to be scanned and on the spatial
sampling interval. In the example of Fig. 6, a surface of 1
�1 mm2 is observed with a sampling interval of 10 �m while
the FPHP is in nonworking conditions. The acquisition time for
this measurement is about one minute but for the entire surface of
the FPHP, the measurement would last 12 days. Thus, in working
conditions, it is necessary to increase the sampling interval and to
scan only a part of the FPHP. The measurement is easier in lon-
gitudinal grooves because it is not necessary to measure a surface
but only a profile of the meniscus perpendicularly to the grooves.
Once the meniscus is measured, it has to be analyzed to calculate
the curvature all over the FPHP. In longitudinal grooves, the cur-
vature is obtained by fitting a circle in a profile measurement.
Here, the analysis is more complicated.

The most intuitive method is to identify the curvature of the
interface by means of the numerical model �Eq. �5��. However,
this method is not applicable in our configuration because the
shape of the posts is not regular due to the milling technique �Fig.
7�. As the shape of the liquid-vapor interface is strongly depen-
dant on the shape of the posts, the identification of the surface
curvature by means of the numerical model is not possible. This
method would be useful in the case of a very regular capillary

structure such as those machined in silicon �10�.
In this study, the surface curvature is calculated at each point

using Eq. �3� with finite-difference approximation. As this equa-
tion is very sensitive to the measurement noise, the value of the
curvature is averaged on an area of 240�240 �m2 where the
grooves intersect. A sampling interval of 30 �m has been chosen,
which leads to reasonable acquisition time and measurement un-
certainties.

3.3 Validation of the Experimental Method. In order to
validate the experimental method, the measurements have been
made in nonworking conditions while the FPHP was tilted. In
such conditions, the evolution of the capillary pressure is theoreti-
cally equal to the evolution of the hydrostatic pressure in the
liquid.

dPcap

dx
= �lg sin�	 − 	�� �7�

where 	 is the angle between the FPHP and the horizontal and 	�
is a correction of 	. Indeed, as the menisci in the upper part of the
system are deeper than those in the lower part, the angle 	� be-
tween the line formed by the bottom of the menisci in the grooves
and the line formed by the top of the posts has to be taken into
account �Fig. 8�. Figure 9 presents the evolution of the capillary
pressure measured for the FPHP filled with methanol and with
FC72 with an inclination angle with respect to the horizontal 	
equal to 5 deg and 2.5 deg, respectively. The uncertainty on the
angle is equal to 0.1 deg. 	� is equal to 0.09
0.02 deg for
methanol and to 0.25
0.02 deg for FC72. In Fig. 9, solid lines
are the theoretical evolution of the capillary pressure. A good
agreement is observed between experimental and theoretical re-
sults, which validates our experimental method. The accuracy of
the method is evaluated to be of the order of 1 Pa.

4 Experimental Results and Comparison With an
Analytical Model

4.1 Determination of the Optimum Filling Ratio. The opti-
mum amount of liquid in the system is determined experimentally.

Fig. 4 Shape of the liquid-vapor interface: „a… H=1700 m−1 and „b… H=2000 m−1

Fig. 5 Maximum surface curvature in crossed grooves and
longitudinal grooves

Fig. 6 Experimental visualization of the liquid vapor-interface
in crossed grooves „dimensions in m…

Fig. 7 Visualization of the shape of the posts by confocal
microscopy
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The flat heat pipe is tested in horizontal orientation with a heat
flux q equal to 6 W cm−2 at the heat source and a cold source
temperature Tcond fixed to 40°C. Methanol is used as working
fluid. Figure 10 presents the temperature field in the FPHP for
different filling ratios f r �i.e., the ratio between the liquid volume
and the internal volume of the FPHP�. The temperature fields were
reconstructed from linear interpolations between the local tem-
perature measurements given by the thermistors, whose location is
recalled on Fig. 10 by black dots.

Figure 11 presents the evolution of the thermal resistance Rth
versus the filling ratio. The thermal resistance is the ratio between
the maximum temperature difference measured in the FPHP and
the heat input: Rth= �Tmax−Tmin� /Q. The best thermal performance
is observed for f r in the range of 8–13%, which correspond to
liquid volumes between 60% and 100% of the total volume of the
grooves. For a filling ratio lower than 8%, Rth increases abruptly.
On the contrary, the increase in Rth with f r is relatively smooth at

least between f r=13% and f r=20%. A filling ratio of 12% is cho-
sen to characterize the performance of the FPHP in the next sec-
tions.

4.2 Temperature and Meniscus Curvature Measurements.
The temperature field in the FPHP wall has been recorded for
different heat fluxes and for two working fluids �FC72 and metha-
nol�. The thermostatic bath temperature is constant and equal to
40°C for measurements with methanol and 30°C for measure-
ments with FC72. The estimated 2D temperature fields obtained
by interpolation between thermistor measurements are presented
in Fig. 12 for methanol and in Fig. 13 for FC72. Isotherms are
plotted every 1°C. For methanol, the thermal resistances of the
FPHP are equal to 0.35 K/W and 0.36 K/W for q=2 W /cm2 and
q=4 W /cm2, respectively. For FC72, their values reach 0.61
K/W and 0.56 K/W, respectively, in the same conditions.

The capillary pressure field in the FPHP has been measured by
confocal microscopy in the same experimental conditions. For
methanol, the capillary pressure variation is about 2 Pa between
the heat source and the heat sink for a heat flux of 4 W /cm2. This
variation is similar in magnitude to the experimental noise �about
1 Pa�. This small variation is due to the low mass flow in the
grooves. Experimentally, it is not possible to perform measure-
ments at heat fluxes higher than 4 W /cm2: Indeed, beyond this
heat flux, nucleate boiling develops in the evaporator. This phe-
nomenon was already observed and described in a previous article
�22� dedicated to the study of a capillary structure made of longi-
tudinal grooves. It has to be noticed that the FPHP still works with
higher heat fluxes but bubbles prevent observations, which are the

Fig. 8 Correction of the inclination angle of the FPHP

Fig. 9 Comparison between experimental and theoretical
results

Fig. 10 Temperature measurements in the FPHP for different filling ratio
„q=6 W cm−2; Tcond=40°C…

Fig. 11 Thermal resistance of the FPHP „q=6 W cm−2;
Tcond=40°C…
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goal of the present article.
FC72 has been chosen as working fluid in order to increase the

measurement sensibility in spite of its low thermal performance.
Indeed FC72 has a smaller latent heat of vaporization and a
smaller surface tension than methanol. As a result, for a given heat
flux, the liquid flow in the grooves is higher with FC72 than with
methanol. Moreover, for a given capillary pressure variation, the
meniscus curvature variation is higher, which increases the mea-
surement accuracy. Figure 14 presents the evolution of the capil-
lary pressure in the middle of the FPHP �y=0 mm� for different
heat fluxes. It has to be noticed that the capillary pressure is not
constant for a heat flux of 0 W. This indicates that the FPHP is
slightly inclined �	=0.08 deg�. In the next section, this inclina-
tion angle is taken into account.

4.3 Comparison With an Analytical Model

4.3.1 Model Equations. The experimental results are com-
pared with the analytical model developed by Lefèvre and Lalle-
mand �19�. This model couples a 3D thermal model of the FPHP
wall with a 2D hydrodynamic model of the liquid and vapor flows
inside the FPHP.

The temperature field in the wall can be expressed by Fourier’s
series.

T − Tsat = �
m=1

�

Bm0�z�cos�m�x� + �
n=1

�

B0n�z�cos�n�y�

+ �
m=1

�

�
n=1

�

Bmn�z�cos�m�x�cos�n�y� �8�

where Tsat is the saturation temperature. Bm0, B0n, and Bmn depend
on the location and on the heat transfer rate of the heat sources.
The equivalent conductivity of the capillary structure is intro-
duced in order to take into account phase change by evaporation
or condensation.

Once the temperature field is calculated, it is possible to calcu-
late the evaporation and condensation mass flow rates at each
point of the system. A 2D hydrodynamic model, based on Darcy’s
law and on mass balances, is used to calculate the liquid and
vapor velocities in the capillary structure and in the vapor chan-
nel, and the liquid and vapor pressure fields in the system. For the
liquid, the pressure field is obtained by Fourier’s series.

Pl =
�l

Khlv�lhg
�
m=1

�

Cm0 cos�m�x� + �
n=1

�

C0n cos�n�y�

+ �
m=1

�

�
n=1

�

Cmn cos�n�y� �9�

where K is the permeability of the capillary structure, �l is the
dynamic viscosity, and hlv is the latent heat of vaporization of the
liquid. Cm0, C0n, and Cmn are calculated from the thermal model.
The boundary conditions are a zero velocity at the extremities of
the FPHP in x and y directions. A similar expression can be ob-
tained for the vapor flow. More details about the model are given
in Refs. �19,20�.

4.3.2 Comparison of the Experimental Results With the Ther-
mal Model. For longitudinal grooves, mathematical expressions
can be found to calculate the equivalent conductivity of the cap-
illary structure �20,23�. For crossed grooves, such expressions are
not available in literature. Thus, this parameter is fitted by com-
parison between the experimental results and the model. In order
to limit boundary effects, thermistors located at the edge of the
FPHP are not taken into account. Figures 15 and 16 present the
comparison of the measured and modeled temperature profiles
along the line y=0 mm for different heat fluxes and for both

Fig. 12 Temperature field in the FPHP „methanol: fr=12% and
Tcond=40°C…

Fig. 13 Temperature field in the FPHP „FC72: fr=12% and
Tcond=40°C…

Fig. 14 Capillary pressure for the FPHP filled with FC72

Fig. 15 Measured and calculated temperatures along line
y=0 mm „methanol…
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working fluids �the saturation temperature is determined by com-
parison with numerical results�. The equivalent conductivity is
equal to 1.19 W /m K and 1.08 W /m K with methanol for heat
fluxes equal to 2 W /cm2 and 4 W /cm2, respectively. With FC72,
the equivalent conductivity is equal to 0.16 W /m K and
0.26 W /m K in the same conditions. The thermal performance
obtained with methanol is better than that obtained with FC72,
which is mainly due to the low latent heat of vaporization and the
low thermal conductivity of FC72.

4.3.3 Comparison of the Experimental Results With the Hy-
drodynamic Model. Once the temperature field is calculated, it is
used to calculate the mass flow rate of evaporation and condensa-
tion at each point of the FPHP and, thus, the velocity and pressure
fields in the vapor and liquid channels. As for the equivalent ther-
mal conductivity, no expression is available in literature to calcu-
late the permeability of crossed grooves. Nevertheless, such an
expression can be found for longitudinal grooves �23�.

Klongitudinal grooves =
Dh

2

2fRel
�10�

where  is the porosity of the capillary structure, Dh=4lghg /2hg
+ lg is the hydraulic diameter of the grooves, and fRel is the prod-
uct of the friction factor by the Reynolds number, which is also
called the Poiseuille number. It can be calculated with the Shah
and London correlation �23�.

fRel = 24�1 − 1.3553cmin + 1.9467cmin
2 − 1.7012cmin

3 + 0.9564cmin
4

− 0.2537cmin
5 � �11�

with cmin=min�2hg / lg ; lg /2hg�.
Let us introduce the nondimensional permeability K�, which is

the ratio between the permeability of crossed grooves and the
permeability of longitudinal grooves of same dimensions.

K� =
Kcrossed grooves

Klongitudinal grooves
�12�

In Figs. 17 and 18, we compare our experimental results with
the model using three different values of K� �K�=0.75, K�=1, and
K�=1.25�. The profile of the capillary pressure is presented for
two heat fluxes �2 W /cm2 and 4 W /cm2�. To the extend of ex-
perimental uncertainties, experimental and numerical results are in
a reasonable agreement for K� ranging from 0.75 to 1.25. There-
fore, the permeability of crossed grooves is found to be close to
that of longitudinal grooves in our experiments. It is not possible
to increase the accuracy of identification of K� with this experi-
mental test bench because of the development of nucleate boiling
for heat fluxes higher than 4 W /cm2. In order to increase the
capillary pressure variation, a FPHP with a higher surface should
be realized �especially a higher evaporator surface� to increase the
pressure variation inside the capillary structure with heat fluxes
lower than the onset of nucleate boiling.

4.4 Comparison Between Longitudinal and Crossed
Grooves. The analytical model of Lefèvre and Lallemand �19�
can be modified to take into account a FPHP with longitudinal
grooves. The thermal model is not changed. Thus, heat diffusion
occurs in the wall, which allows for evaporation in grooves that
are not above the heat source. The hydrodynamic model has been
modified to allow liquid redistribution at the extremity of the con-
denser. Instead of a zero velocity condition, a constant pressure is
imposed along the line x=72 mm. Thus, the mass balance is
verified.

Numerical simulations have been performed considering longi-
tudinal and crossed grooves in the same conditions as the experi-
ments with FC72. In both cases, the relative permeability K� of
the capillary structure is supposed to be equal to 1 and the equiva-
lent thermal conductivity is supposed to be equal to 0.26 W /m K.

Velocity fields obtained from simulations are plotted in Fig. 19
for q=4 W /cm2. In crossed grooves �case �a��, the whole capil-
lary structure is useful for the liquid flow in the system. In longi-
tudinal grooves �case�b��, the liquid is mainly drained by the
grooves under the heat source. The other grooves work less and
only because of heat conduction in the FPHP wall. As a conse-
quence, for the same heat flux, the velocity in the central grooves
and, thus, the pressure drops, are higher for the 1D capillary struc-
ture than for crossed grooves.

The calculated liquid pressure profile in the middle line of the
FPHP �y=0 mm� for both capillary structures is presented in Fig.
20. It has to be noticed that the pressure drop presented for
crossed grooves slightly differs from that presented in Fig. 18
because the FPHP is supposed to be perfectly horizontal while an
angle of 0.08 deg is taken into account in the comparison with
experimental results. In this configuration, the pressure drop in
longitudinal grooves is approximately 1.6 times higher than in
crossed grooves. By considering a liquid-wall contact angle equal
to zero, the capillary limit of the FPHP is equal to 140 W with

Fig. 16 Measured and calculated temperatures along line
y=0 mm „FC72…

Fig. 17 Capillary pressure for the FPHP filled with FC72
„q=2 W/cm2

…

Fig. 18 Capillary pressure for the FPHP filled with FC72
„q=4 W/cm2

…
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crossed grooves and only 85 W for longitudinal grooves. These
values definitively show the advantage of a 2D capillary structure
compared with a 1D capillary structure in such a configuration.

5 Conclusion
A flat plate heat pipe made of copper and having a capillary

structure made of crossed grooves has been designed, built and
characterized experimentally. The shape of the liquid-vapor inter-
face has been studied theoretically. It appears that the maximum
capillary pressure that such a capillary structure can sustain is
close to that of longitudinal grooves of same dimensions. A con-
focal microscope has been used to visualize the liquid-vapor in-
terface and to determine the capillary pressure in the grooves. The
FPHP has been tested with methanol and FC72. The comparison
with coupled thermal and hydrodynamic models permits to deter-
mine the permeability and the equivalent thermal conductivity of
the capillary structure. For capillary flows developing in such
FPHP, the permeability of the capillary structure made of crossed
grooves has been found to be close to that of longitudinal grooves
with same dimensions. When several heat sources and sinks are
located on a FPHP or when the sources do not fully cover the
width of the FPHP, crossed grooves perform better than longitu-
dinal grooves because the whole capillary structure is used to
drain the liquid from the condenser to the evaporator. Such a study
could also be performed for other capillary structures, such as
metallic meshes or sintered metal powder, in order to create an

experimental database for both the equivalent thermal conductiv-
ity and the permeability. Indeed, these parameters are not always
well referenced in literature.
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Nomenclature
A1 ,A2 ,A4 � numerical parameters

A3 � numerical parameter, m−1

B0m ,B0n ,Bmn � Fourier coefficients for T
C0m ,C0n ,Cmn � Fourier coefficients for P

cmin � minimum aspect ratio
Dh � hydraulic diameter, m

f � friction factor
fr � filling ratio
g � gravitational acceleration, m s−2

h � height, m
hlv � latent heat of vaporization, J kg−1

H � curvature, m−1

K � permeability, m2

K� � nondimensional permeability
l � width, m

P � pressure, Pa
q � heat flux, W m−2

Q � heat transfer rate, W
Re � Reynolds number
Rth � thermal resistance, K W−1

T � temperature, K
x ,y ,z � coordinates, m

Greek Symbols
� � meniscus angle with pin vertical walls
	 � angle with horizontal

	� � correction angle
� � liquid-wall contact angle
� � dynamic viscosity, Pa s
� � density, kg m−3

� � surface tension, N m−1

 � porosity

Fig. 19 Numerical comparison between 1D and 2D capillary structures: „a… Liquid velocity field for crossed
grooves and „b… liquid velocity field for longitudinal grooves

Fig. 20 Capillary pressure along line y=0 mm
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Subscripts
cond � condenser

cap � capillary
g � grooves
l � liquid

max � maximum
sat � saturation

v � vapor
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In the present study, the effects of the rotating direction on heat/
mass transfer in an impingement/effusion cooling system were in-
vestigated. The experiments were carried out with three different
jet orientations relative to the axis of rotation and two plate spac-
ing. For high H /d with an orthogonal jet orientation, low and
nonuniform heat/mass transfer occurred between the effusion
holes since the impinging jet was deflected by the Coriolis force.
For a small H /d, the jet deflection effect was diminished, and
rotation enhanced the heat/mass transfer in the stagnation
region. �DOI: 10.1115/1.4002146�

Keywords: impingement/effusion cooling, gas turbine, heat
transfer, Coriolis force, rotation

1 Introduction
Recent increase in turbine inlet temperatures necessitates more

efficient cooling of the rotor blades, as well as stationary guide
vanes and combustor liners. To attain this, impingement/effusion
cooling could be incorporated into the rotor blades. However,
there have been relatively few studies of rotating impingement/
effusion cooling systems.

Epstein et al. �1� first investigated the heat transfer characteris-
tics of an impinging jet in the leading edge of a turbine blade.
They found that rotation reduces heat transfer and changes the
heat transfer distributions. Aronstein �2� studied rotating imping-
ing jet flow using flow visualization in a rotating water tank. He
observed that the main jet flow and vortex structure are dependent
on the injecting jet orientation. Iacovides et al. �3� studied imping-
ing jets under the ultimate rotational conditions, with Ro=0.18,
and obtained the Nusselt number for the impinging surface. More
detailed measurements were performed by Hong et al. �4,5�. They
reported that local heat/mass transfer is altered by the jet orienta-
tion relative to the rotating axis.

However, there is little data for accurately predicting the de-
tailed heat transfer distribution on a rotating blade with effusion
holes. Such information is required for a better blade design in
order to prevent hot spots. In the present study, the local heat/mass
transfer characteristics of a rotating impingement/effusion cooling
system are investigated in terms of various parameters, such as jet
orientation and H /d.

2 Experimental Apparatus and Procedure
Figure 1�a� shows the schematics of the test duct. The details of

the rotating facility are described in Ref. �6�. The diameters of the
injection and effusion holes were 5 mm. The length and width of
the test duct were 280�50 mm2, and the height of the test duct
was varied from 10 mm to 30 mm �H /d from 2.0 to 6.0�. The
Injection plate had 16 �2�8� injection holes, and 8 �1�8� effu-
sion holes were positioned on the effusion plate. The ratio of hole
spacing to hole diameter �Phole /d� was 4.0 in the spanwise direc-
tion and was 6.0 in the streamwise direction.

All the rotation tests were carried out at a fixed Ro number of
0.032 �560 rpm� and a jet Reynolds number of 3000. To investi-
gate the effect of jet orientation, three different orientations were
considered, as shown schematically in Fig. 1�b�. These three ori-
entations are referred to as axial, leading, and trailing orientations,
respectively �4,5�.

Mass transfer coefficients were calculated from the sublimation
depth, naphthalene vapor density, and solid naphthalene density.
The details of the measuring procedure are discussed in an earlier
study �7�. The Sherwood number was used to present the heat/
mass transfer results and can be expressed as

Sh = hmd/Dnaph �1�
The uncertainty of the Sherwood numbers was within �8.7% over
the entire operating range of measurement �8�.

3 Results and Discussion
Figure 2 shows the Sh distributions on the effusion plates with

H /d=6. The white dotted circles represent the positions of the
injection holes and the concentric solid-line circles denote effu-
sion holes. For the stationary case, the local Sh peak region,
caused by wall jet interaction, appeared at z /d=0.0. Interaction
regions also occurred at x /d=3, 9, 15, etc., but the Sh levels were
lower than those at z /d=0.0 due to weakened wall jet strength
resulting from large hole-to-hole spacing. Figure 2�b� shows the
Sh distributions with the axial orientation. The regions of wall jet
interaction �e.g., at x /d=21.0� deviated slightly from the centers
of the effusion holes due to rotation, as depicted schematically in
Fig. 3. The flow was discharged into the effusion holes in the
counterclockwise direction, and the wall jets were deflected in the
clockwise direction following impingement. Therefore, the wall
jet interaction regions at z /d=2 were moved slightly to the left
side, while those at z /d=−2 were shifted to the right side. At the
same time, the Sh distributions at the right end of the duct were
shifted somewhat to the right side due to the blocked side wall
effect. The Sh levels were slightly higher than those of the sta-
tionary case over the whole region since flow mixing was en-
hanced by rotation.

Both the leading and trailing orientations exhibited a periodic
heat transfer pattern. With the leading orientation, the stagnation
region was shifted downstream by 1d. Moreover, a low heat trans-
fer area was generated behind the effusion holes since most of the
wall jet flow was deflected into the downstream effusion holes,
leaving the opposite region �the upstream effusion holes� rela-
tively untouched by the wall jets. The trailing orientation showed
an inverse Sh pattern compared with the leading orientation due to
the effect of the Coriolis force on the diametrically opposite jet
flow.

The local Sh distributions at z /d=−2.0 and 0.0 are shown in
Fig. 4. For the leading �trailing� orientation, the stagnation peak at
z /d=−2.0 was shifted downstream �upstream� by ld from the pro-
jected centers of the injection holes �at x /d=12, 18, and 24�. The
peak value was slightly lower than that of the stationary case.
There were two possible reasons for this: The reduced jet flow
momentum caused by jet deflection and the deflected wall jets in
the upstream region affect the overall injected jet flow �in other
words, the crossflow effect�. On the whole, asymmetrical Sh val-
ues were obtained because of the deflected flow.
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At z /d=0.0, the stationary case and the axial orientation case
had high Sh values in the middle region due to wall jet interaction.
The Sh values increased slightly at both edges of the effusion
holes due to discharged flow acceleration �9�. For the leading and
trailing orientations, a high Sh value was observed at one edge of
the effusion holes because of the deflected wall jet interaction and
the one-sided flow acceleration. Overall heat transfer was de-
creased by 20%, and large heat transfer variation occurred on
account of the deflected wall jets compared with the stationary or
the axial orientation cases.

Figure 5 shows Sh contours for the impingement/effusion cool-
ing system with H /d=2.0. The overall Sh distributions of the
rotating cases were similar to those of the stationary case, al-

though the Sh level in the stagnation region was higher in the
rotating cases than in the stationary case. Figure 6 shows the local
Sh values along the line z /d=−2.0. For the stationary case, the
first peak was at a distance of 0.5d from the stagnation point due
to stagnation flow acceleration �10�. For the axial orientation, the
Sh value in the stagnation region was 15% higher than that in the
stationary case. This was primarily on account of the jet-spreading
phenomenon �6�. When the jet direction was parallel to the axis of
rotation, the main axial velocity component of the jet was not
affected. However, the radial velocity was influenced by the Co-
riolis force. When the jet began to spread in the radial direction
while moving downstream, the Coriolis force generated a swirl
flow for the radial velocity component of each jet. The turbulence
of the jet core was greater than that of the stationary jet. Conse-
quently, the heat transfer increased in the stagnation region.

For the leading and trailing orientations, a high Sh value was
observed in the stagnation region. This was possibly due to the
increased turbulence caused by rotation. The overall Sh distribu-
tions were shifted slightly upstream or downstream, depending on
the jet orientation, due to the weak Coriolis force that accompa-
nied a small gap distance.

Fig. 1 Schematic view of „a… test duct and „b… jet orientation

Fig. 2 Contour plots of the Sh for „a… stationary case, „b… axial
orientation, „c… leading orientation, and „d… trailing orientation
with H /d=6.0

Fig. 3 Expected flow behavior of impingement/effusion cool-
ing with axial orientation

Fig. 4 Local plots of the Sh for „a… z /d=−2.0 and „b… z /d=0.0
with H /d=6.0
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As indicated by the previous results �Figs. 2 and 5� with an
orthogonal orientation, the Sh distributions for the smaller H /d
were relatively unchanged compared with the larger gap distance
�H /d=6�. This was because the jet deflection was considerably
decreased until the jet flow reached the target surface. The results
show that a large gap distance �H /d� produced a locally low heat
transfer area and reduced the uniformity of the heat transfer. A
small gap distance is therefore recommended when the jet direc-
tion is orthogonal to the axis of rotation.

4 Conclusions
In the present study, the effects of rotation on heat/mass transfer

were investigated for an impingement/effusion cooling system.
The results are summarized below.

1. The axial orientation had Sh distributions similar to the sta-
tionary case. On the other hand, for the leading and trailing
orientations and high H /d, the Sh distributions were de-
flected, and a local low heat transfer area was generated
between the effusion holes due to jet deflection by the Co-
riolis force.

2. A smaller value of H /d reduced the jet deflection effect, and
the Sh distributions for the rotating cases were similar to
those of the stationary case. For small H /d, rotation en-
hanced the flow mixing in the stagnation region, producing a
10–15% Sh augmentation compared with the stationary
case.
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Nomenclature
d � injection and effusion hole diameter

Dnaph � mass diffusion coefficient of naphthalene vapor
in air

H � gap distance between the injection hole and the
target surface

hm � local mass transfer coefficient, Eq. �1�
Phole � pitch of the injection holes at the injection

plate
Re � Reynolds number based on hole diameter and

the average velocity in the jet hole
Ro � rotation number based on hole diameter and

the average velocity in the jet hole, �d /vi
Sh � Sherwood number based on the hole diameter,

Eq. �1�
x ,z � distance from the center of an effusion hole

� � rotational velocity
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This note is concerned with a fixed-grid finite difference method
for the solution of one-dimensional free boundary problems. The
method solves for the field variables and the location of the
boundary in separate steps. As a result of this decoupling, the
nonlinear part of the algorithm involves only a scalar unknown,
which is the location of the moving boundary. A number of ex-
amples are used to study the applicability of the method. The
method is particularly useful for moving boundary problems with
various conditions at the front. �DOI: 10.1115/1.4002148�
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1 Introduction
In this note, we consider a numerical method for 1D moving

boundary problems. This problem appears in a large number of
applications including melting and solidification, chemical depo-
sitions, and flow through porous media. The literature on the nu-
merical solution of this class of problems are vast. Here, we refer
the reader to Refs. �1–3�. In addition, a number of methods have
also been reviewed in Refs. �4,5�. Recent results for particular free
boundary problems appearing in various applications also include
a method based on approximate solution �6�, perturbation method
�7�, and boundary element method �8�.

The purpose of this note is to formulate a fixed-grid finite dif-
ference method for 1D moving boundary problems. Compared
with a variable mesh method, it is easier to extend a fixed-grid
method to higher dimensions, which will be considered in a future
work. The present algorithm is composed of an explicit first-order
accurate and an implicit second-order accurate formulations. As a
result, the algorithm is only first-order accurate in time. The order
of the accuracy in space can be improved if needed. The algorithm
introduces a decoupling, which separates the solution step for the
field variables and the location of the front. As a result, the non-
linear part of the algorithm involves a scalar unknown only. Sec-
tion 2 introduces the method in details for a two-phase problem.
Section 3 studies the stability issues and Sec. 4 introduces a num-
ber of examples.

2 A Two-Phase Stefan Problem
For simplicity, consider a one-dimensional melting of a solid

with constant thermal properties and without sources and sinks.
Assume that the variables u�t ,x� and v�t ,x� denote the material
temperature in the liquid and solid phase, respectively. The two-
phase moving boundary problem is given by

ut = uxx, x � �0:s�t��, u�0,x� = f0�x� � 0,

x � �0:s�0��, u�t,0� = f1�t� �1�

vt = vxx, x � �s�t�:��, v�0,x� = g0�x� � 0,

x � �s�0�:��, v�t,�� = g1�t� �2�

The moving boundary s�t� is subject to a phase change condition
given by

u�t,s�t�� = v�t,s�t�� = 0,
ds

dt
= vx�t,s�t�� − ux�t,s�t�� �3�

where, for simplicity, various physical parameters are set equal to
one. Assume that the temperature distribution and the front loca-
tion is know at a time tn=n�t. Also, assume that the domain is
divided into m equal intervals. Consider a finite difference mesh
given in Fig. 1 and assume that the front is at location s�n�T�
=s�tn�, which is known to be between the nodes k and k+1. The
interest is to find the temperature distribution at time interval �n
+1� and the location of the front, i.e., �. Also, denote the two
distances �1 and �2, which will be used latter. Note that both �1
and �2 are larger than �x by design. Also, ��1+�2=3�x� for all
times. As the time marching proceeds, the front moves, and as a
result, the nodes that enclose the front change. Since the mesh
consists of equal fixed intervals, it is quite easy to identify the
nodes, just before and just after the front. Figure 1 also shows two
local variables � and �, which will be used latter. The present
algorithm consists of the following four steps.

Step I. Approximate the field equation, Eq. �1�, at location
�n ,k−1�, using an explicit finite difference formulation given by

uk−1
n+1 = uk−1

n + �tuxx�k−1 �4�

uxx�k−1 =
6�x

��x + �1��2�x + �1�
− uk−1

�1
+

�4�x − 2�1�
�x��x + �1�

�uk−2 − uk−1�
�x

+
�2�1 − 2�x�

�x�2�x + �1�
�uk−3 − uk−1�

2�x

The above approximation uses the field variables at �n , �k
−3�� , �n , �k−2�� , �n , �k−1��, and at the front u�tn ,s�tn��=0 to ob-
tain a four point central differencing expression for the second
derivative centered at the node �n , �k−1��. Also, approximate the
field equation, Eq. �2�, at location �n , �k+2��, using an explicit
finite difference formulation given by

vk+2
n+1 = vk+2

n + �tvxx�k+2

vxx�k+2 =
6�x2 + 4�2�x + �2

2

�x��x + �2��2�x + �2�
− vk+2

�2
+

�4�x − 2�2�
�x��x + �2�

�vk+3 − vk+2�
�x

−
�2�x − 2�2�

�x�2�x + �2�
�vk+4 − vk+2�

2�x
�5�

Again, the above formulation uses the field variables at
v�tn ,s�tn��=0, �n , �k+2��, �n , �k+3��, and �n , �k+4�� to obtain a
four point central differencing expression for the second deriva-
tive at the node �n ,k+2�. Since both �1 and �2 are larger than �x,
the orders of accuracy for these formulations are given by
��t ,�x2�. We will discuss the stability requirements at a latter
time.

Step II. Treat the values of uk−1
n+1 and vk+2

n+1 as Dirichlet boundary
conditions at x= �k−1��x and x=s�n�t�+�2 and use Crank–
Nicolson method to solve for the temperature distributions at both
sides of the front at time interval �n+1�. For 	=�t /�x2, these
approximations are given by

−
	

2
ui−1

n+1 + �1 + 	�ui
n+1 −

	

2
ui+1

n+1 = ui
n +

�t

2
uxxi

n , 1 
 i 
 k − 2

�6�
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−
	

2
vi−1

n+1 + �1 + 	�vi
n+1 −

	

2
vi+1

n+1 = vi
n +

�t

2
vxxi

n , k + 3 
 i 
 m − 1

�7�

This step also make use of the given boundary conditions at x
=0 and x=�. Note that after this step, the field variables uk

n+1 and
vk+1

n+1 are still unknown. They are computed in the step IV using
two quadratic interpolating functions.

Step III. Use the values of the field variables at �n+1� and
obtain one-sided first derivatives at the interface. These first de-
rivatives are given by

ux�x=s�t=�n+1��t� =
�1 + �

�x��1 + �x + ��
uk−2

n+1 −
�1 + �x + �

��1 + ���x
uk−1

n+1 �8�

vx�x=s�t=�n+1��t� =
�2 − � + �x

��2 − ���x
vk+2

n+1 −
�2 − �

�x��x + �2 − ��
vk+3

n+1 �9�

where the fact that the temperature is zero at the interface is used.
Using the above first derivatives, the implicit treatment of the
condition at the boundary leads to a nonlinear scalar equation for
� given by

ds

dt
=

�

�t
= ux�x=s��n+1��t� − vx�x=s��n+1��t� �10�

The above interface condition is a scalar nonlinear equation for
the movement of the interface �.

Step IV. Use the computed field variables at time step �n+1�
and the given value of the field at the front and interpolate for the
field variables at the nodes just before and just after the front, i.e.,
uk

n+1 and vk+1
n+1. The front location is computed in step III. The field

variables uk−1
n+1, uk−2

n+1, vk+2
n+1, and vk+3

n+1 are computed in step II. Using
these values, the field variables at uk

n+1 and vk+1
n+1 can be computed

using a quadratic interpolation function. This step is accomplished
by assuming a quadratic polynomial for the field variable centered
at location uk

n+1 given by

u��� = un+1�x around k = c1�2 + c2� + c3, � = x − �k − 1��x ,

�11�

where the local variable � is shown in Fig. 1. Note that u��=0�
=uk

n+1. The constants c1–c3 can be computed using the three con-
ditions

u�− �x� = uk−1
n+1, u�− 2�x� = uk−2

n+1, u��1 − �x + �� = 0.

�12�

Also, note that the condition, u��1−�x+��=0, is the given
boundary condition at the front. Similarly, a quadratic polynomial
centered around vk+1

n+1 can be used to obtain the field variable at
vk+1

n+1.
The above four steps can be applied for the next time interval

after solving for the movement of the front � and the field vari-
ables at time interval �n+1� including the nodes adjacent to the
front.

The first derivatives that appear in Eqs. �8� and �9�, and the
interpolations for the field variables uk

n+1 and vk+1
n+1, can be accom-

plished using third-order polynomials, if more accuracy in space
is needed.

3 Stability Studies
The proposed method is composed of four different steps, one

of which is the numerical solution of a nonlinear scalar equation.
For this problem, it is not possible to use local Fourier analysis �9�
to derive definitive sufficient conditions for stability of the
scheme. This is due to the nonlinearity and, in addition, the fact
that the computational domain is changing. It is however possible
to show that Fourier analysis suggests a region of stability for the
numerical scheme.

It is helpful to note that while the front location is enclosed by
the nodes k and k+1, the values of the field variables at k and k
+1 are not used in the computation of the field variables or the
front location. These values are used once the front moves across
the node �k+1�.

Consider the explicit finite difference formulation given in Eq.
�4� in step I. This explicit formulation is used to obtain a Dirichlet
boundary condition for the time interval �n+1� after which an
implicit Crank–Nicolson is used in step II. The explicit formula-
tion is given in Eq. �4�. The implicit formulation in step II is given
in Eq. �6�, and for, i= �k−2�, simplifies to

uk−2
n+1 − uk−2

n =
1

2
	�uk−3

n+1 − 2uk−2
n+1 + uk−1

n+1� +
1

2
	�uk−3

n − 2uk−2
n + uk−1

n �

�13�

where 	=�t /�x2. One can now replace the value of uk−1
n+1 with the

explicit formulation given in Eq. �4�, which leads to

uk−2
n+1 −

1

2
	uk−3

n+1 + 	uk−2
n+1 = uk−2

n +
1

2
	�uk−3

n − 2uk−2
n + uk−1

n � +
1

2
	uk−1

n

+ 	2� − 3

��� + 1��� + 2�
uk−1

n +
2 − �

� + 1
�uk−2

n

− uk−1
n � +

� − 1

2�� + 2�
�uk−3

n − uk−1
n �� , �14�

where �=�1 /�x. The value of �1, which appears in the second
derivative in the above approximation, is bounded between �x
and 2�x, i.e., �x
�1�2�x. In other words

1 
 � =
�1

�x
� 2 �15�

It is now possible to consider a Fourier component given by
uk−2

n =�nej�xk−2 and investigate the condition for the amplitude to
remain bounded. Substituting the above relation into Eq. �14�
leads to

�1 + 	 −
1

2
	e−j��x��n+1 = �1 − 	 +

1

2
	�e−j��x + ej��x�

+
1

2
	ej��x��n

+ 	2� − 3

��� + 1��� + 2�
ej��x +

2 − �

� + 1
�1

− ej��x� +
� − 1

2�� + 2�
�e−j��x − ej��x���n.

�16�
The above equation describes the behavior of the amplitude of the
error. It is in the form A�n+1=B�n, where both coefficients A and
B are complex. For stability, we need to have �A� �B�. To identify

�
�
�
�

s(tn)
n

n+ 1

k

k − 1k − 2

k + 1

k + 2 k + 3

δ���� ∆x

��������

��������

�� ∆x

�� ∆x

�� ∆x �� ∆x

�

���� τ1 τ2

� �η ξ

Fig. 1 Finite difference mesh close to the interface
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the region of stability, it is possible to simply compute and plot
the function

f�	,��x� = �A�2 − �B�2 �17�

and look for the region where the quantity is positive. To account
for the variable �1, one can plot the above function for different
values of � within �1:2�. Figure 2 shows the variation of f�	 ,��x�
as functions of ��x and 	 for �=1. Figure 2 shows that the
amplitude of the error remains bounded for 	�2. This range for 	
is also valid for other values of �, i.e., 1���2.

It is also important to note that this condition is not an exact
sufficient condition for the stability. The above analysis simply
suggests a region of numerical stability, which will be confirmed
with a number of numerical examples.

4 Numerical Example

4.1 Example 1. We first consider a one-phase Stefan problem,
which has an exact solution. Consider melting of a certain mate-
rial occupying the half space x�0 that is initially at its freezing
temperature. The governing equation in terms of the dimension-
less temperature is given by

ut = uxx, 0 � x � s�t�, t � 0 �18�
subject to the initial and boundary conditions

s�0� = 0, u�0,x� = 0, u�0,t� = 1 �19�
In addition, the condition at the free boundary is given by

T�s�t�,t� = 0,
ds

dt
= − ux�x=s�t� �20�

The above problem has the exact solution given by

u�t,x� = 1 −

erf� x

2	t



erf���
, s�t� = 2�	t �21�

where � satisfies the equation

	��erf���e�2
= 1 �22�

The initial condition for this problem makes it necessary to start
the numerical simulation at a time larger than zero. Assume that at
the initial time, the front is located at s�t0�=0.14358. Once the
initial time is specified, it is also possible to provide the initial
temperature profile for the present algorithm. Figure 3 presents the
location of the front and compares it to the exact solution. Table 1
compares these two values at specific time instances. The present
method can produce very accurate results. The mesh size for this
case is �x=0.01 and the time step size is �t=0.00009. For this
mesh, the scheme can produce stable numerical results for �t

0.00018, which is also very close to the limit suggested by the
stability analysis.

4.2 Example 2. We next consider a two-phase Stefan problem
for which an exact solution exists �10�. For this case, it is possible
to have a nonzero initial domain. The exact solution corresponds
to the case in which the domain extends to infinity in both direc-
tions x� �−� :��. The variable s�t� is the location of the front,
which is initially located at the origin, i.e., s�0�=0. The math-
ematical model is given by

ut = uxx, x � �− �:s�t��, u�0,x� = 1, x � �− �:0� �23�

vt = vxx, x � �s�t�:��, v�0,x� = − 1, x � �0:�� �24�

The moving boundary s�t� is subject to a phase change condition
given by

u�t,s�t�� = v�t,s�t�� = 0,
ds

dt
= �vx�t,s�t�� − ux�t,s�t�� �25�

For �=1 /2, the exact solution for the location of the front is given
by s�t�=2�	t where � is the solution of a nonlinear algebraic
equation. For the data in this example, � is given by �=0.14522.

It is possible to approximate the infinite domain by considering
the region x� �−3:3�. The domain �−3:3� is divided into 140
equal intervals. Figure 4 compares the exact location of the front
for this example to the result obtained using the present method.
The time interval is fixed at �t=0.0001. This choice for the time
interval satisfies stability condition obtained in Sec. 2.

4.3 Example 3. We next consider a two-phase Florin problem
�10� for which we also have exact solution. For this problem the
condition at the front is given by

Table 1 Accuracy of the numerical method for example 1

Time 0.18 0.36 0.54 0.81 0.999
Numerical 0.52609 0.74403 0.91126 1.1161 1.2395
Exact 0.52614 0.74407 0.91130 1.1161 1.2395
% Error 0.0092 0.0056 0.0042 0.0007 0.00001
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Fig. 2 The region of stability for the explicit-implicit mesh at
„k−2,n+1… just before the front for �=1. The funtion is positive
for �
2. The x axis is ��x with the range †0,3.2‡. The y axis is
� with the range †0,1.8‡. The z axis is the function f„� ,��x….
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Fig. 3 The location of the front for example 1. The figure com-
pares the exact solution to the numerical result.
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u�t,s�t�� = v�t,s�t�� = 0, �vx�t,s�t�� = ux�t,s�t�� �26�
where the location of the front appears in an implicit way. The
present method can still be applied. The exact solution for the
location of the front is given by s�t�=2�	t where again � is the
solution of a nonlinear algebraic equation. For �=1 /2, � is given
by �=0.30457

Figure 5 shows the location of the front as a function of time. It
compares the exact solution to the numerical method obtained
using the present method. The numerical mesh is the same as the
one used in example 2. Increasing the number of intervals or
reducing the time step size does not significantly improve the
accuracy of the method. This is in part due to the nature of the
formulation at the vicinity of the front.

5 Conclusion
In this note we presented a simple method for 1D moving

boundary problems. The method is a fixed-grid finite difference
method that solves for the location of the moving boundary and
the field variables in separate steps. This decoupling leads to a
significant simplification. Since the method uses a fixed grid, it
can be extended to higher dimensions, which will be taken up in a
future work.
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Fig. 4 The location of the front for example 2. The figure com-
pares the exact solution to the numerical result. At t=2 the nu-
merical solution is s„2…=0.4095, whereas the exact solution is
s„2…=0.4107.
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Fig. 5 The location of the front for the example 3. The figure
compares the exact solution to the numerical result. At t=2 the
numerical solution is s„2…=0.8628, whereas the exact solution
is s„2…=0.8614.
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